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AbstrAct 
In this article, we will explore fundamental concepts of reconfigurable com-
puting, its advantage over AI and ML, and how it is transforming many in-
dustries. In the realm of artificial intelligence, reconfigurable computing is 
opening up new possibilities and pushing the boundaries of what’s possible: 
from edge computing to data centers, from financial services to healthcare. 
Follow us on this trip as we reveal the potential of reconfigurable computing 
as the game changer for the future of AI and ML acceleration. In this excit-
ing field of computer architecture and software systems, we’ll look at the 
technical details, the real world applications, and the challenges to come. 
Reconfigurable (or something very like reconfigurable) computing is a par-
adigm shift in computer architecture bridging between the scale and the 
performance of traditional software and the high performance of specialized 
hardware. What is a reconfigurable computer is at its core modifiable hard-
ware structure to support those computational tasks.
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the essence of reconfigurAbility
Reconfigurable systems exhibit more flexibility than 
traditional processors with fixed architectures because 
they adapt their hardware configuration on the fly. The 
combination of these elements makes it possible to 
configure an FPGA to perform a wide variety of digital 
circuits from simple logic gates to complex processors 
and accelerators.[1-5]

The Reconfiguration Process
Design Entry: Through high level synthesis tools, we 
describe via a hardware description language (HDL) 
such as VHDL or Verilog, or just engineers, describe the 
desired circuit they want. The FPGA can be reconfigured 
for different tasks or with improved designs, so this 
process can be repeated ad infinitum. To better 
understand the unique position of reconfigurable 
computing, it’s helpful to compare it with traditional 
computing approaches: Reconfigurable Computing 
compares well to Aspect General Purpose Processors 
and Application Specific ICs for its balance of flexibility 
and performance in a unique fashion. But as we delve 

further into the impact of reconfigurable computing in 
boosting machine learning algorithms, we’ll observe 
how these vital characteristics breed real benefits 
for AI and ML applications. Reconfigurable computing 
offers the potential to tailor hardware to certain 
algorithms combined with the built in parallelism of 
FPGAs makes it a strong tool in the race for more 
powerful and efficient Ai systems.[6-8]

Reconfigurable Computing for AI and ML 
– Advantages
Reconfigurable computing, and particularly FPGA 
implementation, brings compelling advantages to 
acceleration of AI and machine learning algorithms. 
The ability to build custom hardware architectures 
to solve particular computational tasks enable 
these benefits; it yields better performance, energy 
efficiency and flexibility. The ability to exploit 
parallelism at the hardware level is arguably one 
of the most important advantages of reconfigurable 
computing for AI and ML. In fact, this is very useful 
for many machine learning algorithms which have 
repetitive part parallel computations. For many AI 

Keywords: 
Accelerated Computation; 
Machine Learning; 
Optimization Techniques; 
Reconfigurable Hardware; 
Speedup Algorithms; 
System Efficiency

Corresponding Author Email: 
sayedre.sye@northsouth.edu

DOI: 10.31838/RCC/02.02.02

Received : 21.12.24
Revised  : 22.03.25
Accepted : 11.05.25 

RESEARCH ARTICLE ECEJOURNALS.IN
SCCTS  Transactions on Reconfigurable Computing, ISSN: 3049-1533 Vol. 2, No. 2, 2025 (pp. 8-14)



Nurul Islam Monir et al. :  Role of Reconfigurable Computing in speeding up Machine Learning Algorithm

SCCTS  Transactions on Reconfigurable Computing | May - August | ISSN: 3049-1533 9

and ML workloads, reconfigurable computing is able to 
attain performance beyond general purpose processors 
due to its utilization of these forms of parallelism.[9-11]

Adaptive Precision and Quantization.
Though floating point arithmetic is often required for 
all operations in a machine learning model, this is not 
necessary for most. The reconfigurable computing 
provides the means to design and implement custom 
data types and arithmetic units where each is 
specific to the needs of an algorithm. As a result, the 
flexible precision and quantization associated with 
the architecture provides improved performance 
and reduced power dissipation with respect to fixed 
architecture processors noted for typically using 32 bit 
and 64 bit operations. Such features of reconfigurable 
computing render the approach an attractive 
alternative in deployments with strong considerations 
on power consumption, e.g. deployment in mobile 
devices or large scale data centers. The low latency 
characteristics make reconfigurable computing 
especially suitable to application such as in autonomous 
vehicles, robotics, and high frequency trading, where 
there are a very short response time requirements. 
With more explorations in reconfigurable computing for 
AI and ML acceleration, we can appreciate how these 
advantages translate into real deployments in a variety 
of industries and use cases. Reconfigurable systems 
offer an entirely unique combination of performance, 
efficiency and flexibility that offers them as a powerful 
tool in the ongoing search for increasingly powerful 
tools to push the frontiers of artificial intelligence and 
machine learning capability.[12-15]

Table 1: Machine Learning Speedup in  
Reconfigurable Computing

Factor Contribution to Speedup

Parallel 
Execution

Parallel execution enables simultane-
ous processing of multiple operations, 
drastically reducing training time for 
machine learning models.

Hardware 
Acceleration

Hardware acceleration utilizes special-
ized hardware like FPGAs to perform 
machine learning tasks faster and more 
efficiently compared to traditional pro-
cessors.

Dataflow 
Optimization

Dataflow optimization improves the 
movement and access of data in 
machine learning models, reducing 
bottlenecks and enhancing overall 
throughput.

Factor Contribution to Speedup

On-the-Fly 
Reconfiguration

On-the-fly reconfiguration allows 
dynamic adaptation of hardware 
to changing computation needs, 
optimizing resource usage and 
accelerating performance in real-time.

Algorithm-
Specific Tuning

Algorithm-specific tuning customizes 
the hardware configuration to the spe-
cific requirements of a given machine 
learning algorithm, boosting efficiency 
and speed.

Low-Level Pro-
cessing

Low-level processing techniques such 
as bit-level operations and fixed-point 
arithmetic can reduce computational 
complexity, enhancing performance in 
hardware-accelerated machine learn-
ing tasks.

reconfigurAble PlAtforms imPlementAtion 
of Ai And ml Algorithms
When thinking about using AI and machine learning 
algorithms on reconfigurable platforms (e.g. FPGAs), 
there are a number of key steps and considerations. In 
this section, we will consider the ML model translation 
from complex methods into efficient hardware 
implementations using methodologies, tools and best 
practices. You must choose suitable ML algorithms for 
hardware implementation. Reduce algorithm overhead 
as much a possible, especially by profiling for hardware 
execution, for instance, precision requirements 
and parallelism opportunities. Method: Algorithm is 
mapped to a target architecture by using high level 
synthesis (HLS) tools or domain specific Languages at 
higher abstraction level. Initial optimization of the 
architecture and selection of alternative functional 
architecture options. In the next step it converts 
high-level description to Register Transfer Level (RTL) 
code, usually in VHDL or Verilog. Performance, area, 
and power consumption are optimized in RTL earning, 
rely heavily on matrix multiplications. FPGAs can 
implement custom matrix multiplication units that 
operate in parallel, significantly speeding up these 
operations.[16-17]

AI on FPGAs: Tools and Frameworks. AI inference on 
Xilinx devices, comprehensive development platform. 
Optimized IP cores, libraries, and tools for application 
of ML models on FPGAs. An optimized and deployed 
toolkit for deploying and streaming AI models across 
different hardware platforms, from Intel FPGAs. 
Enable model optimization tool while supporting 
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popular deep learning frameworks. Intel HLS compiler, 
Xilinx Vivado HLS etc. Synchronous C/C++ or SystemC 
is used for allowing algorithm description; RTL is then 
synthesized from the description later. e.g. Halide, 
TensorFlow XLA, etc. To present high level abstractions 
for describing tensor computations and data flow. 
Simplify the process of implementing AI algorithms on 
FPGAs. Architecting Neural Networks for FPGAs. Treats 
different layers (conv, batch normalization layers, and 
activation layers) in a combined computational unit. 
Memory accesses is reduced and overall efficiency 
increased. It proposes to design pipelined structures 
that minimize data movement and maximize resource 
utilization. To the problem of efficient matrix 
multiplications, we resort to systolic arrays. We 
also remove unnecessary connections and compress 
weight matrices to reduce memory requirements. 

The sparse operations that enable faster operation. 
Fixed or integer arithmetic version of floating point 
operations. Custom data types and arithmetic units 
for each layer and they are implemented. Minimize off 
chip memory accesses by carefully handling on chip 
memory resources. Caching and prefetching support 
as efficient as possible. Frameworks have emerged to 
simplify the process of implementing AI algorithms on 
FPGAs. Implementing neural networks on FPGAs often 
requires architectural optimizations to maximize 
performance and efficiency (Table 2).[18-19]

Using FPGAs on ML Algorithms. Operation of sliding 
window operations using line buffers and systolic 
arrays. Support for different types of convolutions 
(e.g, pointwise and depthwise).We address the 
following: design efficient feedback paths and manage 
temporal dependencies. Vary by implementing 
LSTMs, GRUs with the best cell structure. Attention 
Mechanisms & Matrix Multiplications become a target 
for optimization. Top performing implementation of 
efficient softmax and layer normalization operations. 
Design fast state evaluation and action selection 
hardware. Efficient policy networks and value function 
approximators should be implemented. The fitness 
evaluation and selection operations are to be created 
as parallel processing units. We further the second goal 
by implementing efficient random number generation 
for mutation and crossover. Reuse building resources 
(LUTS, DSPS) to accommodate modeling of complex 
logic. We utilize techniques such as model compression 
and quantization to reduce resource requirement. 
Optimize data movement to avoid breakers (i.e. 
big models).We implement efficient caching and 
prefetching strategies. This is especially important 
for edge deployments, where balance performance 

Fig. 1: Reconfigurable Platforms implementation of  
AI and ML Algorithms

Table 2: Reconfigurable Computing in Machine Learning Tasks

Task Performance Gain

Model Training Reconfigurable computing significantly accelerates model training by reducing computational 
overhead and enhancing data processing speeds.

Hyperparameter 
Optimization

Hyperparameter optimization benefits from reconfigurable systems by efficiently evaluating mul-
tiple configurations in parallel, speeding up the search process.

Data Preprocessing Data preprocessing tasks like normalization and cleaning can be offloaded to reconfigurable hard-
ware, speeding up data preparation for machine learning models.

Feature Selection Feature selection in large datasets is expedited by reconfigurable systems, allowing for faster 
identification of relevant features and reducing the dimensionality of the data.

Inference Acceleration Inference acceleration in deployed machine learning models is greatly enhanced by utilizing re-
configurable hardware, providing real-time predictions and low-latency responses.

Model Evaluation Model evaluation speeds up with the use of reconfigurable computing, enabling faster validation 
of machine learning models with different metrics and testing datasets.
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and power efficiency are important. Power gating and 
clock gating techniques are used. Fill the gap between 
ML software programmers and hardware design.It 
will give abstraction layers and tools to simplify the 
development process. Architectures for designs that 
scale over multiple FPGA size and families. Partitioning 
for models that are very large. Frameworks have 
emerged to simplify the process of implementing AI 
algorithms on FPGAs.[20-23]

By addressing these bottlenecks and capitalizing 
on FPGAs’ special abilities, developers can develop 
high performing and efficient AI and ML algorithm 
implementations on reconfigurable platforms. And as 
we further explore this domain, we’ll come back to 
these implementations in the real world as well as 
further growth of the field of AI acceleration. With 
its advantages being used to accelerate AI and ML 
algorithms, reconfigurable computing has been used 
by different industries and applications. In the next 
section we look at some of the most impactful real 
world use cases where FPGAs and other reconfigurable 
platforms are adding huge capability to designs with 

outstanding results. Our other real world applications 
illustrate how reconfigurable computing can allow for 
speeding up AI and ML workloads across a variety of 
environments. And as technology improves, we can 
expect to witness more and further innovative use 
cases utilizing the special attributes of FPGAs and 
other reconfigurable platforms. Despite its benefits, 
reconfigurable computing poses a set of equally 
significant challenges in accelerating AI and ML 
algorithms. However, it’s important to address these 
challenges in order for this technology to grow and 
continue to be adopted. We begin by exploring the 
current state of reconfigurable computing for AI, its 
current limitation, ongoing research, and what the 
future holds for the AI reconfigurable computing 
(Figure 2).[24-26]

current chAllenges
Brain inspired computing architectures for 
reconfigurable platforms. Enables new approaches to 
AI that are more energy efficient and online learning. 
Quantum Inspired optimization algorithms and their 

Fig. 2: FPGA hardware
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implementation on classical FPGA hardware. They 
enable us to use these types of problems much more 
efficiently across domains like machine learning and 
cryptography. Achieving speed and efficiency gains of 
partial FPGA reconfiguration for adaptive AI systems. 
This enables more flexible and responsive AI systems, 
capable of adapting to changing conditions in real 
time. Ontology and architecture of AI models for 
reconfigurable platforms with developed standards 
for AI model representation and deployment. Increase 
portability of AI models between FPGAs, and make 
interfacing with both new and existing frameworks for 
AI easier. Fortunately, developing ways of doing this 
for AI models using FPGAs becomes easy. Fortunately, 
these are easy problems to develop techniques for 
securing AI model execution on FPGAs — such as 
protection from side channel attacks and IP theft. 
Expand use of FPGA based AI in trouble applications and 
increase faith in technology. The need to power low-
power, high performance AI at the edge. Well suited 
to these requirements, FPGAs provide a good trade 
off of flexibility and efficiency. Techniques using AI 
for tuning FPGA designs and configurations. Automate 
and make the design of FPGA implementations more 
intelligent and efficient. An interesting trend with 
growing interest of researchers in developing AI 
systems that can adapt to changing environments and 
requirements. Understand the reconfigurability of 
FPGAs to enable creation of AI systems that live, adapt 
and optimize in real-time.[27-32]

Focusing on the environmental footprint of 
computations with AI. Let’s use the energy efficiency 
of FPGAs to build more sustainable AI outcomes. 
Growing demand of interpretable and explainable 
AI models. Translating transparent AI algorithms to 
FPGAs to enable insights into its model decisions. 
This field of reconfigurable computing for AI is fast 
evolving, requiring us to address these challenges 
and take advantage of emerging opportunities. FPGAs 
and other reconfigurable platforms possess unique 
capabilities that are destined to be strategically 
important for defining the future of AI acceleration 
and for bringing more efficient, flexible, powerful AI 
systems across all application dimensions. However, 
it still has shortcomings in areas of programming 
complexity, limitations of the tools, and bandwidth 
limitation of memory access. Future research in the 
area of AI optimized FPGA architectures, improved 
design tools and heterogeneous computing platforms 
look bright for reconfigurable computing in AI.

conclusion
Now that we’re looking into the future, reconfigurable 
computing may play an important role in AI 
acceleration. Being able to train AI systems with ever 
increasing demand for efficiency, flexibility and power 
across a wide range of applications suits well with the 
strengths of FPGAs and other reconfigurable platforms. 
Nevertheless, with efforts ongoing to address 
existing challenges and take advantage of emerging 
opportunities, full potential of this technology will 
only be realized. On reconfigurable platforms, it 
involves developing more accessible programming 
models, improving design tools and the creation 
of standardized frameworks for AI. Reconfigurable 
computing and AI come together to constitute a very 
fertile ground for innovation. The ongoing research 
and system engineering of reconfigurable hardware 
will continue to help push the possibilities of what’s 
possible, producing fresh breakthroughs using the 
distinctive properties of reconfigurable hardware to 
form more effective, flexible, and high performance 
AI apparatuses. We conclude that reconfigurable 
computing is a key enabler for the continued quest 
for making machine learning algorithms run faster and 
more efficiently. As a pivotal technology in the maturing 
AI acceleration landscape, it is able to deliver tailored 
hardware machine learning solutions at the same time 
as retaining flexibility. Reconfigurable computing is 
poised to gain in importance as a time programming 
method for Artificial Intelligence as the field continues 
to mature.

references:
1. Liu, W., Wang, Z., Liu, X., Zeng, N., Liu, Y., & Alsaadi, F. 

E. (2017). A survey of deep neural network architectures 
and their applications. Neurocomputing, 234, 11-26.

2. Bau, D., Zhu, J. Y., Strobelt, H., Lapedriza, A., Zhou, B., 
& Torralba, A. (2020). Understanding the role of individ-
ual units in a deep neural network. Proceedings of the 
National Academy of Sciences, 117(48), 30071-30078.

3. LeCun, Y., & Bengio, Y. (1995). Convolutional networks 
for images, speech, and time series. The handbook of 
brain theory and neural networks, 3361(10), 1995.

4. Du, Z., Fasthuber, R., Chen, T., Ienne, P., Li, L., Luo, 
T., ... & Temam, O. (2015, June). ShiDianNao: Shifting 
vision processing closer to the sensor. In Proceedings of 
the 42nd annual international symposium on computer 
architecture (pp. 92-104).

5. Zhang, C., Sun, G., Fang, Z., Zhou, P., & Cong, J. (2023, 
July). Caffeine: Towards uniformed representation and 
acceleration for deep convolutional neural networks. 



Nurul Islam Monir et al. :  Role of Reconfigurable Computing in speeding up Machine Learning Algorithm

SCCTS  Transactions on Reconfigurable Computing | May - August | ISSN: 3049-1533 13

In Proceedings of the ACM Turing Award Celebration 
Conference-China 2023 (pp. 47-48).

6. Prabakaran, B. S., Rehman, S., Hanif, M. A., Ullah, S., 
Mazaheri, G., Kumar, A., & Shafique, M. (2018, March). 
DeMAS: An efficient design methodology for building ap-
proximate adders for FPGA-based systems. In 2018 De-
sign, Automation & Test in Europe Conference & Exhibi-
tion (DATE) (pp. 917-920). IEEE.

7. Hernández-Cano, A., Matsumoto, N., Ping, E., & Imani, 
M. (2021, February). Onlinehd: Robust, efficient, and sin-
gle-pass online learning using hyperdimensional system. 
In 2021 Design, Automation & Test in Europe Conference 
& Exhibition (DATE) (pp. 56-61). IEEE.

8. Alwani, M., Chen, H., Ferdman, M., & Milder, P. (2016, 
October). Fused-layer CNN accelerators. In 2016 49th 
Annual IEEE/ACM International Symposium on Microar-
chitecture (MICRO) (pp. 1-12). IEEE.

9. Vallabhuni, R. R., Sravana, J., Saikumar, M., Sriharsha, 
M. S., & Rani, D. R. (2020, August). An advanced comput-
ing architecture for binary to thermometer decoder us-
ing 18nm FinFET. In 2020 Third International Conference 
on Smart Systems and Inventive Technology (ICSSIT) (pp. 
510-515). IEEE.

10. Seok, T. J., Luo, J., Huang, Z., Kwon, K., Henriksson, J., 
Jacobs, J., ... & Wu, M. C. (2018, May). MEMS-actuated 
8× 8 silicon photonic wavelength-selective switches with 
8 wavelength channels. In CLEO: Science and Innova-
tions (pp. STu4B-1). Optica Publishing Group.

11. Shah, G. A., Gungor, V. C., & Akan, O. B. (2013). A 
cross-layer QoS-aware communication framework in 
cognitive radio sensor networks for smart grid applica-
tions. IEEE Transactions on Industrial Informatics, 9(3), 
1477-1485.

12. Kakkavas, G., Tsitseklis, K., Karyotis, V., & Papavassiliou, 
S. (2020). A software defined radio cross-layer resource 
allocation approach for cognitive radio networks: From 
theory to practice. IEEE Transactions on Cognitive Com-
munications and Networking, 6(2), 740-755.

13. Ahmed, R., Chen, Y., Hassan, B., & Du, L. (2021). CR-IoT-
Net: Machine learning based joint spectrum sensing and 
allocation for cognitive radio enabled IoT cellular net-
works. Ad Hoc Networks, 112, 102390.

14. Keykhosravi, K., Keskin, M. F., Seco-Granados, G., & 
Wymeersch, H. (2021, June). SISO RIS-enabled joint 3D 
downlink localization and synchronization. In ICC 2021-
IEEE International Conference on Communications (pp. 
1-6). IEEE.

15. Buzzi, S., Grossi, E., Lops, M., & Venturino, L. (2021). 
Radar target detection aided by reconfigurable intelli-
gent surfaces. IEEE Signal Processing Letters, 28, 1315-
1319.

16. Kammoun, A., Chaaban, A., Debbah, M., & Alouini, M. 
S. (2020). Asymptotic max-min SINR analysis of recon-
figurable intelligent surface assisted MISO systems. IEEE 

Transactions on Wireless Communications, 19(12), 7748-
7764.

17. Nurvitadhi, E., Sim, J., Sheffield, D., Mishra, A., Krish-
nan, S., & Marr, D. (2016, August). Accelerating recur-
rent neural networks in analytics servers: Comparison of 
FPGA, CPU, GPU, and ASIC. In 2016 26th International 
Conference on Field Programmable Logic and Applica-
tions (FPL) (pp. 1-4). IEEE.

18. Prasad, S. V. S., Pittala, C. S., Vijay, V., & Vallabhuni, R. 
R. (2021, July). Complex Filter Design for Bluetooth Re-
ceiver Application. In 2021 6th International Conference 
on Communication and Electronics Systems (ICCES) (pp. 
442-446). IEEE.

19. Teh, M. Y., Wu, Z., & Bergman, K. (2020). Flexspander: 
augmenting expander networks in high-performance sys-
tems with optical bandwidth steering. Journal of Optical 
Communications and Networking, 12(4), B44-B54.

20. Xiao, X., Proietti, R., Liu, G., Lu, H., Fotouhi, P., Werner, 
S., ... & Yoo, S. B. (2019). Silicon photonic Flex-LIONS 
for bandwidth-reconfigurable optical interconnects. IEEE 
Journal of Selected Topics in Quantum Electronics, 26(2),  
1-10.

21. Zhang, C., Li, P., Sun, G., Guan, Y., Xiao, B., & Cong, 
J. (2015, February). Optimizing FPGA-based accelerator 
design for deep convolutional neural networks. In Pro-
ceedings of the 2015 ACM/SIGDA international sympo-
sium on field-programmable gate arrays (pp. 161-170).

22. Rahal, M., Denis, B., Keykhosravi, K., Uguen, B., & Wy-
meersch, H. (2021, September). RIS-enabled localization 
continuity under near-field conditions. In 2021 IEEE 22nd 
International Workshop on Signal Processing Advanc-
es in Wireless Communications (SPAWC) (pp. 436-440).  
IEEE.

23. Chen, T., Du, Z., Sun, N., Wang, J., Wu, C., Chen, 
Y., & Temam, O. (2014). Diannao: A small-foot-
print high-throughput accelerator for ubiquitous ma-
chine-learning. ACM SIGARCH Computer Architecture 
News, 42(1), 269-284.

24. Peng, Z., Chen, X., Xu, C., Jing, N., Liang, X., Lu, C., & 
Jiang, L. (2018, November). AXNet: ApproXimate com-
puting using an end-to-end trainable neural network. 
In Proceedings of the International Conference on Com-
puter-Aided Design (pp. 1-8).

25. Babu, P. A., Nagaraju, V. S., Mariserla, R., & Vallabhuni, 
R. R. (2021). Realization of 8 x 4 Barrel shifter with 4-bit 
binary to Gray converter using FinFET for Low Power Dig-
ital Applications. In Journal of Physics: Conference Se-
ries (Vol. 1714, No. 1, p. 012028). IOP Publishing.

26. Zou, Z., Kim, Y., Imani, F., Alimohamadi, H., Cammarota, 
R., & Imani, M. (2021, November). Scalable edge-based 
hyperdimensional learning system with brain-like neural 
adaptation. In Proceedings of the International Con-
ference for High Performance Computing, Networking, 
Storage and Analysis (pp. 1-15).



Nurul Islam Monir et al. :  Role of Reconfigurable Computing in speeding up Machine Learning Algorithm

 14    SCCTS  Transactions on Reconfigurable Computing | May - August | ISSN: 3049-1533

27. Imani, M., Zou, Z., Bosch, S., Rao, S. A., Salamat, S., 
Kumar, V., ... & Rosing, T. (2021, February). Revisit-
ing hyperdimensional learning for fpga and low-power 
architectures. In 2021 IEEE International Symposium 
on High-Performance Computer Architecture (HPCA)  
(pp. 221-234). IEEE.

28. Wu, Q., & Zhang, R. (2018, December). Intelligent re-
flecting surface enhanced wireless network: Joint active 
and passive beamforming design. In 2018 IEEE global 
communications conference (GLOBECOM) (pp. 1-6).  
IEEE.

29. Huang, C., Zappone, A., Debbah, M., & Yuen, C. (2018, 
April). Achievable rate maximization by passive intel-
ligent mirrors. In 2018 IEEE International Conference 
on Acoustics, Speech and Signal Processing (ICASSP)  
(pp. 3714-3718). IEEE.

30. Faraone, J., Kumm, M., Hardieck, M., Zipf, P., Liu, X., 
Boland, D., & Leong, P. H. (2019). AddNet: Deep neu-
ral networks using FPGA-optimized multipliers. IEEE 
Transactions on Very Large Scale Integration (VLSI) Sys-
tems, 28(1), 115-128.

31. Roges, R., Malik, P. K., & Sharma, S. (2022, April). A 
compact wideband antenna with DGS for IoT applica-
tions using LoRa technology. In 2022 10th Internation-
al Conference on Emerging Trends in Engineering and 
Technology-Signal and Information Processing (ICETET-
SIP-22) (pp. 1-4). IEEE.

32. Yahya, M. S., Soeung, S., Singh, N. S. S., Yunusa, Z., 
Chinda, F. E., Rahim, S. K. A., ... & Abro, G. E. M. (2023). 
Triple-band reconfigurable monopole antenna for long-
range IoT applications. Sensors, 23(12), 5359.

33. Shum, A. (2024). System-level architectures and optimi-
zation of low-cost, high-dimensional MIMO antennas for 
5G technologies. National Journal of Antennas and Prop-
agation, 6(1), 58–67.

34. Yaremko, H., Stoliarchuk, L., Huk, L., Zapotichna, M., 
& Drapaliuk, H. (2024). Transforming Economic Devel-
opment through VLSI Technology in the Era of Digitali-
zation. Journal of VLSI Circuits and Systems, 6(2), 65–
74. https://doi.org/10.31838/jvcs/06.02.07

35. Pushpavalli, R., Mageshvaran, K., Anbarasu, N., & Chan-
dru, B. (2024). Smart sensor infrastructure for environ-
mental air quality monitoring. International Journal of 
Communication and Computer Technologies, 12(1), 33-
37. https://doi.org/10.31838/IJCCTS/12.01.04

36. Sathish Kumar, T. M. (2023). Wearable sensors for flexible 
health monitoring and IoT. National Journal of RF Engineer-
ing and Wireless Communication, 1(1), 10-22. https://doi.
org/10.31838/RFMW/01.01.02

37. Geetha, K. (2024). Advanced fault tolerance mechanisms 
in embedded systems for automotive safety. Journal of 
Integrated VLSI, Embedded and Computing Technologies, 1(1), 
6-10. https://doi.org/10.31838/JIVCT/01.01.02

38. Prasath, C. A. (2024). Cutting-edge developments in arti-
ficial intelligence for autonomous systems. Innovative Re-
views in Engineering and Science, 1(1), 11-15. https://doi.
org/10.31838/INES/01.01.03

39. Kavitha, M. (2024). Environmental monitoring using IoT-
based wireless sensor networks: A case study. Journal of 
Wireless Sensor Networks and IoT, 1(1), 50-55. https://doi.
org/10.31838/WSNIOT/01.01.08

40. Surendar, A. (2024). Internet of medical things (IoMT): 
Challenges and innovations in embedded system design. 
SCCTS Journal of Embedded Systems Design and Applications, 
1(1), 43-48. https://doi.org/10.31838/ESA/01.01.08

41. Al-Yateem, N., Ismail, L., & Ahmad, M. (2024). A com-
prehensive analysis on semiconductor devices and cir-
cuits. Progress in Electronics and Communication En-
gineering, 2(1), 1–15. https://doi.org/10.31838/PECE/ 
02.01.01


