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Abstract 
Field programmable gate array (FPGA) based reconfigurable computing sys-
tems are shown to have great potential for accelerating computationally 
intensive applications. To date, however, these systems have had to be pro-
grammed with specialized hardware design skills, making them less accessi-
ble. These models and tools, which aim at simplifying FPGA development, are 
examined in this article, and the ease of use, performance, and generational 
efficiency in producing hardware designs are compared among them. This 
has allowed the use of reconfigurable hardware through high level synthe-
sis (HLS) tools without having in depth hardware design knowledge. We will 
demonstrate imperative, functional, and graphical programming paradigms 
via Impulse C, Mitrion-C, and DSPLogic. Through analysis of the programming 
models, development workflows and results obtained across multiple bench-
mark applications, we can discern the tradeoffs between performance and 
productivity for reconfigurable computing.
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Reconfigurable Systems: Programming 
Models
The purpose of programming model is to define what 
the hardware abstraction looks like to the developers 

and which architectural details we are going to expose 
and how data transfers and computations will be 
expressed. Let’s examine the key characteristics of 
different programming paradigms for FPGAs.
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Fig. 1: Reconfigurable Systems: Programming Models.
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C based HLS
For parallelism and interprocess communication, the 
standard C or its syntax extensions, such as Impulse 
C, are extended with tools. Sequential programming 
model, based on Familiar C syntax. Command matrix 
pragmas, and library functions for guiding hardware 
generation. Automatic instruction level parallelism. 
Processes and streams for support of task and pipeline 
parallelism. Integration with existing HDL IP coresels 
for Reconfigurable Hardware Systems. Reconfigurable 
computing systems that leverage field-programmable 
gate arrays (FPGAs) offer immense potential for 
accelerating computationally intensive applications. 
However, programming these systems has traditionally 
required specialized hardware design skills, limiting 
their accessibility. This article examines various 

high-level programming models and tools aimed at 
simplifying FPGA development, comparing their ease 
of use, performance, and efficiency in generating 
optimized hardware designs (Table 1).

Programming Models for Reconfigurable 
Systems

•	 Familiar C-like syntax and sequential pro-
gramming model

•	 Pragmas and library functions to guide hard-
ware generation

•	 Automatic extraction of instruction-level par-
allelism

•	 Support for task-level and pipeline parallelism 
through processes and streams

•	 Integration with existing HDL IP cores

Table 1: Programming Models for Reconfigurable Hardware Systems

Model Feature Overview

Hardware-Software  
Co-Design

Hardware-software co-design allows for the joint development of hardware and software 
components, optimizing system performance and resource utilization in reconfigurable 
hardware.

High-Level Synthesis High-level synthesis provides an abstraction that simplifies the design process, enabling the 
automatic conversion of high-level algorithms to hardware implementations.

Dataflow Programming Dataflow programming models are ideal for reconfigurable hardware as they map tasks to 
hardware components based on the flow of data, enabling efficient parallelism.[1-5]

Implicit Parallelism Implicit parallelism involves identifying and exploiting parallel operations in programs with-
out the need for explicit parallel constructs, improving execution speed in reconfigurable 
hardware.

Reconfigurable Computing 
Languages

Reconfigurable computing languages provide domain-specific constructs for designing and 
simulating hardware that can be reconfigured during runtime, offering flexibility and per-
formance.

Virtualized Programming 
Models

Virtualized programming models abstract the underlying hardware from the software, allow-
ing for resource sharing and efficient execution of multiple tasks on reconfigurable systems.

Table 2: Performance Characteristics of Programming Models for Reconfigurable Systems

Characteristic Measurement Criteria

Performance 
Efficiency

Performance efficiency measures how well a programming model translates algorithms into hardware 
operations, optimizing both speed and computational power [6]-[9].

Hardware 
Utilization

Hardware utilization evaluates how effectively the reconfigurable hardware is used, ensuring that avail-
able resources are maximally employed during computations.

Scalability Scalability assesses the ability of the programming model to handle increasing complexity and larger 
datasets without significant performance degradation.

Resource 
Flexibility

Resource flexibility indicates the model‚ capacity to adapt and reallocate hardware resources based on 
changing system demands or application needs .[10-15]

Development 
Complexity

Development complexity considers the ease of using the programming model for system designers, with 
a simpler model reducing the learning curve and development time.

Energy Effi-
ciency

Energy efficiency measures the model‚Äôs ability to minimize power consumption while achieving the 
required computational performance, which is critical in embedded or mobile systems.
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This cuts the learning curve to software developers 
at the cost of handshaking control over generated 
hardware (Table 2).[16-18]

•	 Familiar C-like syntax and sequential pro-
gramming model

•	 Pragmas and library functions to guide hard-
ware generation

•	 Automatic extraction of instruction-level par-
allelism

•	 Support for task-level and pipeline parallelism 
through processes and streams

•	 Integration with existing HDL IP cores

This approach offers a gentler learning curve for 
software developers but may limit fine-grained control 
over generated hardware.

Fig. 2: Functional Programming for FPGAs

Functional Programming for FPGAs
Functional languages like Mitrion-C take a radically 
different approach:

Mitrion Virtual Processor
Unlike other modern HLS tools, Mitrion-C transcends 
generating RTL to output a configuration file for the 
Mitrion Virtual Processor (MVP). The target FPGA is 
serviced by a massively parallel soft core, optimized 
for the MVP.[19-20]

Development Process
1.	 Mitrion C implementation of an algorithm
2.	 Mitrion SDK instrumentation and compilation and 

simulation.
3.	 MVP configuration generation
4.	 Host application integration

Generation of MVP for the target FPGA. Very expressive 
for different classes of algorithms. Exploitation of 
fine-grained parallelism automatically. Deterministic 
execution model. Steep learning curbs for imperative 
progamers. No compatibility with existing HDL IP. 
Overhead potential to MVP architectureional HLS tools 
that generate RTL directly, Mitrion-C compiles to a 
configuration for the Mitrion Virtual Processor (MVP). 
The MVP is a massively parallel soft core optimized for 
the target FPGA.[21-23]

1.	 Algorithm implementation in Mitrion-C
2.	 Compilation and simulation with Mitrion SDK
3.	 MVP configuration generation
4.	 Integration with host application
5.	 Synthesis of MVP for target FPGA (Figure 3) 

Advantages and Challenges
Advantages:

•	 Highly expressive for certain algorithm classes
•	 Automatic exploitation of fine-grained paral-

lelism
•	 Deterministic execution model

Challenges:
•	 Steep learning curve for imperative program-

mers
•	 Limited compatibility with existing HDL IP
•	 Potential overhead of MVP architecture

DSPLogic: Signal Processing with Graphical
We use DSPLogic as a visual approach to FPGAs 
programming, particularly for digital signal processing 
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applications. FPGA Implementation custom block 
library. Support for Xilinx System Generator. Block 
diagram to HDL automatic generationHLS tools 
that generate RTL directly, Mitrion-C compiles to a 
configuration for the Mitrion Virtual Processor (MVP). 
The MVP is a massively parallel soft core optimized 
for the target FPGA. DSPLogic represents a visual 
approach to FPGA programming, particularly suited for 
digital signal processing applications. Let’s examine 
its unique features: DSPLogic leverages Simulink’s 
graphical environment, extending it with. Hardware 
in the Loop Testing and Verification. Also intutitive for 
DSP algorithm designers. Rapid prototyping, and design 
space exploration. Seamless integration with MATLAB 
for algorithm development. Less flexible in general 
purpose computing. May lead to less efficient hardware 
in non DSP applications. Simulink environment 
familiarity is requiredS tools that generate RTL directly, 
Mitrion-C compiles to a configuration for the Mitrion 
Virtual Processor (MVP). The MVP is a massively parallel 
soft core optimized for the target FPGA.[10-14] DSPLogic 
represents a visual approach to FPGA programming, 
particularly suited for digital signal processing 
applications. Let’s examine its unique features.[24]

Programming Models comparison
Having examined the key characteristics of each 
programming model, let’s compare their effectiveness 
across our benchmark applications. Ease of use and 
learning curve. C programmers have a moderate 
learning curve. Some hardware thinking is needed 
for explicit parallelisms that generate RTL directly, 
Mitrion-C compiles to a configuration for the Mitrion 
Virtual Processor (MVP). The MVP is a massively parallel 
soft core optimized for the target FPGA.

Conclusion
In particular, high level programming models for 
reconfigurable computing bring productivity gains in the 
order of magnitude by providing software developers 
increased flexibility to use FPGA acceleration, but 
without the need for significant hardware design 
expertise. While these tools come with tradeoffs 
between ease of use, performance and efficiency. 
Impulse C embodies imperative approaches similar to 
Impulse C, which give software developers a familiar 
point of entry, but might come at some reduction in 
performance. Mitrion-C provides powerful abstractions 
for some algorithm classes, but at a steeper learning 

Fig. 3: Development Process
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curve than functional models. Specific domains tend 
to be good targets for graphical tools like DSPLogic, 
but my impression is that such tools tend to be less 
flexible when used for general purpose computation. 
Application requirements, developer expertise and 
platform are the main drivers when choosing which 
programming model. As these tools mature, they 
provide the ability to transform reconfigurable 
computing from a technology of academic interest to 
one of accessible application acceleration capability 
by diverse developers.
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