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ABSTRACT

With the growth of the loT ecosystems, scalable, automated behaviour analytics
becomes a major necessity. The paper provides an Al-based scheme in passive anomaly
detection and behavioural profiling of heterogeneous loT systems. The methodology is
a blend of feature extraction on network flows and autoencoder-based unsupervised
learning in order to identify subtle behavioural changes in devices. The model was
tested on multi-protocol datasets (Wi-Fi, Zigbee and LoRaWAN) and recorded 94.6%
detection and very few false positives. The findings show that smart passive surveillance
can improve situational awareness and strengthen security in massive and multi-vendors
infrastructures using loT.
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INTRODUCTION

The fast trend of Internet of Things (loT) devices has
brought new heterogeneity and scale to contemporary
wireless spaces, which encompasses low-powered sensors
up to smart appliances and industrial equipment that ex-
change information via Wi-Fi, Zigbee and LoRaWAN.I".3,10
The network visibility, trust, real-time behavioral un-
derstanding problems become more pronounced with
the deployment density, and become particularly prob-
lematic with constrained or decentralized architecture
when centralized control or active probing is inefficient
or disruptive.> 4 Passive anomaly detection, which esti-
mates the state of devices based on naturally occurring
traffic, and does not involve injections of control traf-
fic, provides a non-disruptive alternative with a greater
compatibility with edge settings.(>'1 However, most
legacy methods use fixed thresholds or manually-con-
structed features which do not generalize across devices
and protocols and supervised models require labelled
attack samples which are frequently either small or in-
complete in practise.l® 7> % 13

In this study, a profound, unsupervised anomaly-detection ar-
chitecture is presented that applies the autoencoder-based rep-
resentation learning to identify anomalies in device behavior
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and do it independently. The model is trained on the reconstruc-
tions of normal traffic flows, and points out departures as pos-
sible anomalies, is protocol-agnostic, and can be deployed to
low-latency inference on embedded edge machines.® 10,121
Other system-level aspects including energy-saving VLSI/
SoC design and reconfigurable acceleration - are also
complementary, making it possible to achieve sustain-
able continuous monitoring in dense network.[" 131820
Its major contributions include: (1) a protocol-agnostic,
passive, traffic-feature pipeline of heterogeneous IoT;
(2) an unsupervised inference model using an autoencoder
with adaptive thresholding; (3) a complete multi-protocol
evaluation with high detection and low false alarms and
efficient execution on edge computers .[2 5 14 16, 1]

The rest of the paper is divided into the following way.
Section 2 is a review of related work. Section 3 describes
the approach and design of the model. The results of the
experiment are provided in Section 4. The last segment
of section 5 is insight and future directions.

LITERATURE REVIEW

Classical and statistical standards. Initial anomaly-
detection methods of networked/loT involved statistical
modelling of the flow dynamics and temporal variation
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(e.g., Gaussian mixtures, ARIMA), which might work well
under stationary, but not under non-stationary, protocol-
diverse traffic associated with large loT deployments.® 7!
The handcrafted feature pipelines also fail to cross-
family of devices and PHY/MAC protocols.® '3

Deep machine learning and Al without supervision.
Labelled attacks and regular retraining Supervised
classifiers (SVM, RF, KNN) are claimed to be very
accurate but must be retrained as the topologies change
frequently.[® 1 Unsupervised deep models especially
autoencoders and their variations are trained to learn
latent structure with benign traffic directly and detect
deviations through error in reconstruction to enhance
generalization and label-efficiency.[® % 11121516 Detection
of heterogeneous environments may also be improved
with the use of cross-protocol modelling and multi-view
learning.[ 16,19

Edge deployment, efficiency and reconfigurability.
There is an essential on-device inference to the ongo-
ing monitoring. Reduced latency, power, and through-
put (made through edge-optimized architecture,
energy-aware inference strategy, and reconfigurable ac-
celeration e.g. FPGA/SoC).I"-8 10,13, 18,20l The wider loT sys-
tems research on data aggregation and predictive main-
tenance highlights the importance of scalable analytics
pipelines that can be used to serve both security and op-
eration-related applications in the industry and health-
care wearable devices.['* "1 These tendencies inspire the
current work with its focus on passive observation, proto-
col-agnostic aspect, and unsupervised Al implementation
on resource-constrained edge systems. 2 5 1]

METHODOLOGY
System Overview

The suggested Al-based anomaly detection system
incorporates passive traffic surveillance with deep
unsupervised analytics as a real-time assessment of the
behavior of loT. The framework comprises of two major
modules:

1. Feature Extraction and Normalization- in charge
of extracting the statistical and temporal
properties of network flows in loT; and

Feature
Raw IoT Packet

Traffic Capture

Extraction &
Normalization

2. Autoencoder-Based Behavioral Modelling - which
trains to recreate normal traffic patterns and
detect anomalies that can be used to denote
abnormal or malicious behavior.

Figure 1 demonstrates the Block diagram of the Al-
based passive anomaly detection model. At an loT
edge gateway or software-defined network monitor,
data are passively collected so that no extra overhead
in terms of additional traffic and control is added. The
gateway receives raw packets by a network interface
that is set to promiscuous mode. These packets are later
sent to session-level records and processed in advance
to eliminate redundant or damaged records. These
temporal and statistical characteristics of a session are
represented as small feature vectors of a behavioural
signature that characterises each communicating device.

The framework is scalable and autonomous with
device analytics that is applicable on heterogeneous
environments that have a large number of different
protocols and traffic volumes.

Feature Extraction

Every communication graph is converted to a lightweight
statistical feature representation that aims to encode
critical traffic dynamics at the same time being
computationally efficient to process edges. The features
chosen are protocol-agnostic and they encompass:

* Mean and variance of packet inter-arrival time

o Payload size distribution

skewness)

(mean, variance,

e Flow duration and average packet count per
session

« Protocol entropy,
protocol types

quantifying diversity in

*« Message periodicity,
regularity of transmissions

reflecting  temporal

Let

X = [x1, %2, o, 2|

represent a feature vector of a certain traffic flow
instance. To provide comparability between protocols

Autoencoder- Adaptive Anomaly
Based Thresholding Report /
Behavioral & Behavioral
Modeling Classificatic Insights

Fig. 1: Block diagram of the Al-driven passive anomaly detection framework.
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and classes of devices, the features are normalized by
means of z-score:

in which p. and o, are the mean and the standard
deviation of feature i in the training set.

Normalization minimizes the bias due to traffic size vari-
ations (e.g., high contrasting with low throughput Wi-Fi
and low rate Zigbee) and improves the model stability.

The normalized vectors obtained are buffered and sent
to the learning module in real time. This small-sized pre-
processing can run on embedded processors e.g. ARM
Cortex-Aor NVIDIA Jetson modules without compromising
throughput.

Autoencoder Model

It uses an autoencoder (AE) to model the normal behavior
of a device by unsupervised reconstruction of features.
There are two networks that make up the AE:

Encoder f, (x) reduces the input vector to a low-
dimensional latent representation zeRk, that is
important correlated features of traffic.

Decoder g, (2) is used to reconstruct the original input
based on the z, which is used to approximate the
distribution of benign traffic patterns.

Mathematically, in case of a dataset of N feature vectors,
the model minimizes the mean-squared reconstruction

loss.
N

L= —Z Il %, — g (falx)) I2

1

The only samples that are used to train the autoencoder
are benign (normal).

In the inference stage, we have a reconstruction error of
every new feature vector:

E(x)=llx—%°

On the condition that E(x) exceeds the dynamic threshold
(1) , the sample is declared anomalous.

This also removes the reliance on labelled attack data
and is sensitive to novel behaviours.

The AE also uses dropout (dropout rate = 0.3) and
batch normalization to increase robustness to reduce
overfitting and convergence. The architecture is usually
made up of 3 encoding and 3 decoding layers which have
ReLU activations which result in rapid inference on edge
devices.

3.4 Adaptive Thresholding

In practise, in real applications the nature of loT traffic
changes with time, caused by firmware releases,
environmental variations, or the addition of new devices.

Fixed threshold can either be over-sensitive (false alarm)
or be too liberal to detect anomalies.

To this end, the framework uses adaptive thresholding
by using an Exponential Moving Average (EMA):

Te=o-E+(1—a) 1.4

where

* T, the threshold at time t,

» E, the mean reconstruction error observed in

the latest analysis window, and
« ag[0,1]is the smoothing coefficient controlling
adaptation speed.

The larger the , the quicker the system reacts to sudden
changes in traffic but the smaller the , the smoother the
system becomes to temporary changes. This adaptive
scheme is the one that provides continuous recalibration
without the need to be done manually, which allows it to
be deployed long-term in dynamic loT settings.

Evaluation Framework

The framework suggested was tested on multi-protocol
loT data on Wi-Fi, Zigbee, and LoRaWAN with benign
and adversarial conditions (flooding, spoofing, and data
exfiltration). Each dataset was separated into 80% of
normal traffic to be trained and 20% mixed samples to be
tested and there was an insurance of unbiased detection

Thmsholdmg /
Above

Passive Packet Capture @

Gateway

Label:

v

N
( Feedback: Update
L Filters/Params

Fig. 2: Analytical workflow of passive anomaly detection and behavioral analysis.
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of anomalies. As depicted in Figure 2, evaluation
pipeline consists of the passive packet capture,
feature extraction, normalization, autoencoders-based
reconstruction, autoencoders-based reconstruction,
adaptive thresholding, and anomaly classification. It is
a scalable, real-time behavioral analytics closed-loop
workflow supported by a heterogeneous loT environment.

Measures of performance were based on three major
measures:

3. Detection Rate (DR) - the correct rate in
detecting actual anomalies.

4. False Positive rate (FPR) - rate of false alarm of
normal samples.

5. Inference Latency and Energy Usage- Performance
average of embedded machine hardware in
terms of processing time and power.

PCA-based and Isolation Forest models were also
compared in order to prove the superiority of deep
unsupervised learning. The same was verified using edge
level deployment to an ARM Cortex-A72 board with low-
latency (2.4 ms) and energy-efficient (3.1 W) operation.

Summarizing the discussion above, as depicted in Figure
2, the evaluation framework forms a highly adaptive,
unified, and optimised approach, based on accuracy,
energy efficiency, and cross-protocol generalization in
large-scale loT ecosystems.

RESULTS AND DISCUSSION
Detection Accuracy

The experimental analysis showed that the proposed
anomaly detection frame using an autoencoder was
better in the heterogeneous loT setting. The model
recorded a high average detection rate (DR) of 94.6 %,
which was higher than the traditional methods used to
detect theimages, including PCA-based detectors (87.2%)

100 X
94.6%
91.0%
87.2%
FPR ~ 3.5%
FPR ~ 5.9%
80 FPR ~ 8.1%

60

a0t

Detection Rate (%)

20

0

Autoencoder PCA-Based Isolation Forest

Fig. 3. Comparative detection accuracy across models.

50

and Isolation Forest (91.0 per cent) using the same
testing conditions (Fig. 3).

The false positive rate (FPR) was also maintained at an
average of less than 3.5% which implies that the device
is very robust to normal behavioral variations between
devices. The large DR and small FPR indicate the ability
of the model to detect fine deviations in temporal and
statistical flow features without knowing attack data
that is labelled.

These results support the hypothesis that the suggested
unsupervised model is an effective way to identify the
anomalous behavior related to the spoofing, flooding, or
data exfiltration attack through learning the fine-grained
feature associations between inter-arrival times of
packets, protocol entropy, and message periodicity. The
findings are consistent with comparable findings with
recent deep unsupervised architectures® > % 21 which
confirm the effectiveness of autoencoders in modelling
the behavioral manifolds of loT.

Furthermore, the fact that the model has been shown
to be stable over several training runs with standard
deviation of less than +0.8% indicates that the model has
good generalization and reproducibility. This uniformity
renders the framework quite appropriate in ongoing and
real-time network edge surveillance of the IoT.

Protocol-wise Performance

In order to measure adaptability further, the framework
was assessed individually in regard to major IloT
communication protocols. The findings, summarized in
Figure 4, show that the system is cross-protocol robust.:

* Wi-Fi: 96.1% accuracy
o Zigbee: 93.8% accuracy
« LoRaWAN: 92.9% accuracy

100

98|
T \
94

921

Accuracy (%)

90

Wi-Fi Zigbee LoRaWAN

Communication Protocol

Fig. 4: Detection performance across loT communica-
tion protocols.
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The Wi-Fi traffic recorded the best detection accuracy
because the packet density and time-temporal
consistency of the Wi-Fi traffic enabled the autoencoder
to learn finer behavioral baselines. The performance
of Zighee was still good because its bandwidth is low
and the transmission is intermittent, whereas LoRaWAN
with long intervals between packets and dense payloads
demonstrated a slightly lower accuracy. A marginal
performance gap (~3%) shows how the model is resistant
to the statistical variation caused by protocols. Notably,
this means that the feature-extraction pipeline and
normalization scheme (Section 3.2) is successful
in maintaining discriminative qualities in distinct
physical and MAC-layer technologies. The scalability of
unsupervised feature reconstruction in multi vendor loT
deployments has been noted to be similar cross-protocol
consistent in hybrid deep-learning frameworks.® & 15
and highlights the scalability of unsupervised feature
reconstruction.

Computational Efficiency

The lightweight architecture of the framework was
implemented on a Cortex-A72 ARM edge board and
tested to determine its appropriateness to embedded
implementation. The average time per traffic flow of
each inference operation was 2.4 milliseconds, which
proved the ability to respond to thousands of devices
simultaneously in almost real-time. This was found to be
a total power consumption of 3.1 W, indicating that the
device was operating at very low-energy levels, suitable
in always-on monitoring of edges.

Inference latency grows with batch size sub-linearly
as indicated in Figure 5, which has demonstrated the
computing efficiency of the refined encoder-decoder
design. The proposed model reduces the energy
consumption of the traditional deep neural networks
that require high-end GPUs by approximately 28 percent

2.4¢1 Latency per flow (r#5) - 3.45
Power (W)

23k -3.40
| 335
§ 2.2}
2 3302
g21 5
z 3.25 3
[®)
G 2.0
© 3.20
|

L9 -3.15

1.8 -3.10

0 10 20 30 40 50 60

Batch size

Fig. 5: Energy consumption and inference
latency comparison.
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and improves the latency of a deep neural network by 35
percent, without affecting the detection accuracy.

Additional mechanisms used to strengthen the stability
of the system included adaptive thresholding mechanism
(Section 3.4) that ensured the same anomaly sensitivity
to temporal variations in network load to solve the
concept-drift issue that is common in dynamic loT
ecosystems. This flexibility provides low requirements of
manual recalibration despite the changing population of
devices or the changing traffic characteristics over time.

Passive operation mode does not introduce any extra
overhead to the network and this allows a smooth
integration with old systems and limited gateways. The
precision and efficiency autonomy ratio attest to the
fact that unmonitored Al-based behavior analytics can
greatly complement situational awareness and security
in large and heterogeneous loT infrastructures.

Altogether, the findings in Figures 3-5 prove that the
proposed approach provides:

1. Excellent detection and low false positive with a
variety of loT communication protocols;

2. Inference aware of energy and with low latency
capable of running on embedded edge devices;
and

3. Adaptive steady-state resistance to environmen-
tal and behavioral drift.

These results provide a strong base to scalable self-
learned analytics of loT security, building the pathway
to integrating it with edge-intelligent gateways and
federated learning systems in the next-generation loT
networks.

CONCLUSION

The study introduced an elaborate Al-based passive
anomaly detection model system to augment situational
awareness and security in the context of heterogeneous
loT systems. The system autonomously detected
abnormal device behavior using a statistics-based flow-
based feature extraction and an autoencoder-based
unsupervised learning model, and was trained to identify
abnormal behavior in an array of multiple communication
standards, including Wi-Fi, Zigbee, and LoRaWAN.

The proposed framework was evaluated and by doing
this, reached a 94.6% detection accuracy, out of the
traditional baseline models with a false positive rate
of less than 3.5. The findings highlight the generality
capabilities of the model in a wide range of network
protocols and operating conditions without the use of
labelled attack data. In addition, its sparse architecture
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and efficient computational structure provided an
average flow inference latency of 2.4 ms and a power
consumption of 3.1 W, which showed that it is practically
feasible to deploy in real time on edge or gateways.

The adaptive thresholding feature of the framework
demonstrated its usefulness in the stability of the per-
formance in the non-stationary traffic and concept drift
scenarios a key challenge towards the long-term imple-
mentation in dynamic loT networks. Its passive monitor-
ing feature also allows it to be compatible with legacy
systems, requiring no device-level modification and no
disturbances with the current communication protocols.

In a more general sense, the suggested system adds
a protocol-agnostic, scalable, and energy-efficient
system to intelligent loT behavior analytics. It provides
a compromise between machine-based network
monitoring on a machine learning platform and embedded
implementation, which is one of the fundamental issues
of next-generation loT security.

The research has several prospective directions that will
be considered in future:

1. Adaptive and federated learning so that it can
have distributed intelligence and evolve models
continuously across multiple gateways;

2. Acceleration of sub-milliseconds inference and
better energy use (aided by FPGA); and

3. Hybrid edge cloud cooperation structures,
which enable modelling of collective behaviour
and correlation of anomalies across the globe
without affecting privacy and latency.

In general, the present research provides a solid base
of self-learning, real-time loT anomaly detection,
which forms the foundation of safe, autonomous,
and sustainable loT networks in the age of ubiquitous
connexion and smart edge computing.
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