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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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Abstract
The paper introduces an artificial intelligence fault diagnostic system based on 
transformers to diagnose any fault(s) in deep submicron Very-Large-Scale Integration 
(VLSI) based circuits accurately and efficiently. Scaling in VLSI inevitably makes fault 
localization and classification harder because all models are highly sensitive to noise, 
variability, and smaller sizes in feature. The goal of the research is to scale a diagnostic 
model that could measure complex temporal and spatial correlations in circuit signal 
data. The suggested solution makes use of Deep feature learning, transformer, and multi-
head self-attentions to make the model able to capture the long-range dependencies 
in the test waveforms and logic signatures. The architecture is trained on simulated 
datasets produced using industry-standard ISCAS, and ITC99 benchmark circuits, 
and extensive fault-types including stuck-at, bridging and delay faults. Examples of 
evaluation criteria are diagnosis accuracy, inference speed, and generalization in 
the face of variations over the processes. The experimental data demonstrate that 
transformer model works better compared to other traditional CNN and LSTM baselines, 
as the new model presents 96.3 percent of fault classification accuracy and 30 percent 
of inference time reduction. The model records a solid noise tolerance in the test data 
and generalization across circuits too. To summarize everything, this study concludes 
that transformer-based architectures are effective to improve VLSI fault diagnosis, and 
offers practical evidence to future AI-based post-silicon validation tools, capable of 
real-time diagnosis in the state-of-the-art semiconductor fabrication facilities.
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Introduction
Since deep submicron VLSI devices are scaling towards 
nanometer lengths, they are experiencing reliability 
issues brought there by their high device density, 
complex interconnect schematics, and sensitivity to 
processing induced variation. These make the post-
silicon fault diagnosis a serious matter and precise 
detection and localisation of faults is important in 
ensuring yield, performance, and functional correctness. 
Rule-based logic analysis, statistical modeling, and 
signature matching based classical techniques of 
fault diagnosis are usually inadequate when noise as 
well as transient effects and complex behaviors are 
propagated. This makes them less accurate as well as 
less scalable, especially in the modern deep submicron  
designs.

Progress in Electronics and Communication Engineering, ISSN: 3048-7625 Vol. 3, No. 2, 2026 (pp. 10-14)

There have been advancements in machine learning 
in general, and deep learning in particular which have 
created a possibility of intelligent diagnostic systems. 
Transformer architectures have seen astounding success 
in their ability to to model high-dimensional temporal 
and spatial data in disciplines that span natural language 
processing and bioinformatics, among others. They have 
inherent parallelism, the capability of capturing global 
context and self-attention mechanisms which makes 
them apt to analyze complex signal-based fault patterns.

This paper suggests a new transformer-based AI to 
diagnose fault in deep submicron VLSI circuit. As opposed 
to traditional RNN or CNN based solutions, our model can 
learn deep representations on waveforms and signatures 
data to effectively identify and classify different fault 
types. It deals with major constraints of scalability; 
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AbstrAct

This paper presents the design of a comparator with low power, low offset voltage, 
high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
approach to design the circuits. Therefore, the offset voltage is reduced to 250𝜇𝜇𝜇𝜇. 
The designed comparator has a unity gain bandwidth of 4.2 𝐺𝐺𝐺𝐺𝐺𝐺 and a gain of 72𝑑𝑑𝑑𝑑 at 
nominal PVT, which gives us a considerable measure of authority. The dynamic power 
consumption of the comparator is 48.7𝜇𝜇𝜇𝜇. The layout of this designed comparator has 
been implemented, and the area of the comparator is 12.3 𝜇𝜇𝜇𝜇 × 15.75 𝜇𝜇𝜇𝜇. The re-
sults of pre-and post-layout simulations in various process, voltage, and temperature 
corners are shown.
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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context modelling and generalisation observed in earlier 
approaches. In this paper, a transformer-based model is 
provided on a scalable basis.

Related Work

There are few machine learning and statistical tools 
observed in fault diagnosis of VLSI in the last twenty 
years. Support Vector Machines (SVMs), Decision Trees 
and other traditional classifiers have been used to 
classify faults based on logic signatures and signal 
vectors and achieved moderate performance under very 
constrained test conditions. Most recently, Convolutional 
Neural Networks (CNNs) have demonstrated potential to 
analyze test response images and spatial fault maps with 
success as well as a Recurrent Neural Networks (RNNs) 
architecture has been used to identify time-series fault 
patterns and signal anomalies. These models however, 
experience difficulty in scaling to deep submicron circuit 
complexity and process induced variability.

The major shortcoming of these methods is the fact that 
they cannot be used to model long-range dependencies 
and multiple-modal signal interactions, which are more 
and more common in high-density VLSI systems. CNNs have 
naturally local receptive field, and RNNs have a problem 
with vanishing gradients when doing long sequence 
modeling. Additionally, a significant number of these 
models are sequential and thus inhibit the parallelism 
in training and inference which is a fundamental aspect 
in fault diagnosis of real-time manufacturing settings 
requiring a high throughput. As far as we are concerned, 
there has never been, to date, any prior study that 
examined applying transformer based deep learning 
models to VLSI fault diagnosis, thus the study is one of 
a kind that proposed a scalable attention-driven model 
specifically in respect to high resolution post silicon 
testing data.

Methodology

The suggested fault diagnosis system has a transformer 
encoder framework particular to the examination of 
deep submicron VLSI circuit signal waveforms and logic 
signatures. The model will then learn the spatial and 
temporal correlation between the features of faults 
based on the global and local dependency between any 
two or more input sequences.

•	 Input Representation

Signal waveforms and their logic signatures are then 
preprocess into ordered sequences representing 
temporal sequence of test patterns. These sequences 
are tokenized as fixed-length vectors, and enriched 
with positional encoding so as to maintain the order 

characteristics necessary to localise faults. This is a step 
that will enable the transformer to naturally work with 
waveforms forms via data in the same way it works with 
natural language sequences.

•	 Multi-Head Attention Mechanism

The multi-head self-attention of the transformer helps 
the model to participate simultaneously with several 
components of the input sequence. The various attention 
heads are trained to recognize different, fault-correlated 
features testing the patterns-shift of timing, glitch 
signature, or anomalies of correlations. The mechanism 
enhances much of the permanent and intermittent fault 
detection of the model even in noisy conditions.

•	 Feedforward Network

After every attention block followed by a position-wise 
feed-forward network to use non- linear transforms to 
further increase the representational capacity of the 
encoder. These strata assist in contrasting light error 
signature and orthodox differences occurring by process 
noise, or holding up because of temperature.

•	 Training Objective

We train the network with the categorical cross-entropy 
loss function and fault labels are defined as categories, 
i.e., stuck-at-0, delay fault or bridging fault. Due to 
the possibility of class imbalance in the training data, 
especially because of the unfair frequency of the faults 
occurrence, the class weights are introduced to the 
loss function to have the balanced learning. The Adam 
optimizer is applied. Learning rate warmup and dropout 
regularization is used to avoid overfitting and allow 
generalizing the model to different circuit topologies 
and types of faults.

The transformer-based architecture allows training in 
parallel, scalability to long waveform sequence and 
robust feature extraction and hence can be used as a 
viable alternative in advanced VLSI test environments. 
Figure 1 gives the general structure of the proposed 
fault diagnosis system, based on a transformer. Its input 
waveform and signature is then subjected to tokenization 
and positional encoding, and multi-head self-attention 
layers that are used to extract spatiotemporal fault 
features. These are then fed through feedforward 
network to create high level representations to evaluate 
fault classification.

Waveforms and logic signatures.

The architecture has input embedding, multi-head 
attention along with feedforward layers that are followed 
by a classifier that differentiates between specific types 
of faults, like stuck-at, delay and bridging faults.
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator

Progress in Electronics and Communication Engineering |July - Dec 202612

Experimental Setup

Table 1 presents the global configuration of the scheme 
that was used to test the proposed fault diagnosis 
model. In order to evaluate the performance and the 
generalization capabilities of the proposed transformer-
based fault diagnosis system the primary experiments 
were established on the industry-standard VLSI 
benchmarks. The analysis was done using a data set that 
has been created using the combinational and sequential 
test suites namely ISCAS-85 and ITC-99 which has been 
utilized in many studies on post-silicon validation due to 
its use in test generation as well as fault localization. 
The faults emulated are stuck-at faults, bridging fault 
and path delay faults which are injected at a number of 
circuit nodes with judicious fault inserting scheme.

Logic simulation and waveform generation simulation 
were done with Synopsys TetraMAX (tm)[1] and ModelSim 
(tm)[2] with simulations carried out under different 
process conditions and noise to correspond with the 
real world test variability. Data was randomised and 
partitioned into 80 percent training and 20 percent 
testing based on stratified sampled even distribution of 
fault classes.

The baseline models implemented to make comparative 
assessment were as follows:

•	 A Convolutional Neural Network (CNN) that is 
used to identify spatial patterns,

•	 A sequence pattern learning, i.e., a Long Short-
Term Memory (LSTM) network.

•	 Classical classifiers whose examples include Sup-
port Vector Machines (SVMs) and Decision Trees.

All models received the training using a given 
preprocessed dataset with the same input features and 

these performances were measured using the same 
metrics: classification accuracy, F1-score, inference 
time, and stability upon noise-injected scenarios.

The system used in training and testing had an NVIDIA 
RTX 3090 (24 GB VRAM), 64 GB RAM, and an AMD Ryzen 
9 processor; Python 3.10 and PyTorch 2.0 were utilized. 
That means that it is reproducible and comparable across 
passage. The environment simulates realistic set-ups of 
a contemporary AI-driven post-silicon validation flow.

Table 1: Summary of Experimental Setup for  
Transformer-Based Fault Diagnosis

Category Details

Benchmark Datasets ISCAS-85, ITC’99

Simulated Fault Types Stuck-at, Bridging, Path Delay

Train/Test Split 80% Training / 20% Testing 
(Stratified)

Baseline Models CNN, LSTM, SVM, Decision Tree

Input Features Waveforms + Logic Signatures 
(Tokenized)

Optimization Adam Optimizer with Warmup 
& Dropout

Evaluation Metrics Accuracy, F1-Score, Inference 
Time, Robustness

Results and Analysis

The suggested transformer-based model subjected 
to rigorous testing was highly compared to the 
existing baselines, consisting of Convolutional Neural 
Networks (CNNs) and long short-term memory 
networks (LSTMs). The findings emphasize excellent 
fault diagnosis performance, conclusion efficiency, 
and model generalization ability of the transformer 
model in detecting faults in deep submicrons VLSI  
circuits.

•	 Accuracy

Transformer model recorded an accuracy of 96.3 % in 
fault classification, which is more than CNN (91.5) and 
LSTM (92.8) baselines. Such performance advantage 
is explained by the fact that the model is capable of 
learning long-range interdependencies and contextual 
patterns through multi-head self-attention, grasping the 
fault signatures even in multi-dimensional distributed 
time and logic structures.

•	 Inference Time

The transformer model had less time to perform inference 
by 30per cent, thanks to the underlying parallelism. It is 
therefore suitable to detect problems across the post-
silicon diagnostic in real time where massive parallel 
computation is very essential.

Fig. 1: Transformer-based architecture for VLSI fault 
diagnosis using signal
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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•	 Generalization

The robustness of the model was also tested given an 
array of noise and process variation conditions. It was 
very robust to high classification accuracy with little 
degradation (0-2%) showing great generalization to the 
type of faults, signal variance and test conditions.

•	  Ablation Study

The ablation study was also performed to evaluate the 
role of the attention mechanism. In particular, inference 
disabled two of four attention heads of the encoder 
layer. The resulting model demonstrated a performance 
drop of up to 8%, validating that multi-head attention is 
found to be a critical component of contextual relations 
modeling and capabilities of identifying subtle behaviors 
of faults.

•	 Statistical Significance

All models conducted five randomized and individual 
runs to train and test their results and determine 
the consistency of results with independent data 
partitions. The transformer model had low variance, 
and repeatability was indicated by the mean accuracy 
of 96.3 % with a standard deviation value of 0.4%. On 
the contrary, CNN and LSTM had larger variations with a 
standard deviation of +/-0.7 percent and +/-0.6 percent 
respectively, which further proves the stability of the 
transformer-based method.

As it can be seen in Figure 2, the transformer significantly 
exceeds CNN and LSTM in diagnostic accuracy.  

The speed at which it infers is represented in figure 3. 
Table 2 shows a summary of overall performance based 
on all the metrics, the robustness and the generalization 
score. These outcomes confirm the usefulness of the 
transformer in real-time high impact fault diagnostics in 
deep sub-micron VLSI systems.

Conclusion

In this paper the author showed a transformer based 
deep learning model that performs the diagnosis of post-
snr fault in deep submicron VLSI circuits. Leveraging 
the multi-head self-attention mechanism as well as 
position-awareness tokenization of waveform data, and 
logic signature data, the proposed strategy is efficient in 
manoeuvring long-range dependencies as well as patterns 
related to faults, which usually elude the capturing 
of conventional CNN and RNN-based architectures. On 
extensive comparison to industry-standard and well-
known ISCAS and ITC99 benchmarks the model has proved 
to be better in fault classification (96.3%), quicker in 
infer journey (30% quicker) and flexibly generalizes to 
problem situations with noise injection and variation in 
test scenarios.

The work makes contributions in three ways:

•	 The introduction of a new architecture, based 
on transformer, targeted on fault detection in 
nanometer-scale VLSI environments.

•	 A demonstration of largeness and parallel 
processing benefits in real time fault localization.

Table 2: Performance comparison of transf6ormer, CNN, and LSTM models across accuracy, inference time, noise robustness, 
and generalization metrics.

Model Accuracy (%)
Normalized Inference 

Time Noise Robustness Generalization

Trans- 

former
96.3 0.7 High Excellent

CNN 91.5 1 Moderate Good

LSTM 92.8 1 Moderate Good
 

Fig. 2: Comparison of diagnostic accuracy (%) across 
transformer, CNN, and LSTM models.

Fig. 3: Normalized inference time comparison, with 
LSTM baseline set to 1.0.
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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•	 An extensive empirical comparison to common 
deep learning and statistical baselines in 
standard evaluation conditions.

Future Work

To go further, future enhancements will possibly be in 
interlaying hybrid transformer-CNN structures to merge 
spatial and contextual education, the production of 
hardware accelerators in making lightweight, on-chip 
analysis, and the use of transfer learning methodologies 
to generalize models across fabrication processes and 
family units. The directions are meant to advance 
the practically of AI-based post-silicon validation 
and its deployment preparedness in next-generation 
semiconductor manufacturing.
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