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Abstract 
On the tail side, edge computing has become the technological innovation 
of importance due to the increasing demand for real time data processing in 
which the proliferation of Internet of Things (IoT) devices is one of the main 
drives. As sophistication of these applications increases, never ever has there 
been a greater requirement for energy efficient hardware solutions. Thus, 
among the powerful technologies that came into existence as a result of the 
novel challenges that edge computing environment brings, ASICs have also 
emerged. In this article, we explore challenges faced in coming up with low 
power ASIC for edge computing applications followed with an overview of in-
novative solutions to tackle these problems. By processing data closer to the 
source in the edge, edge computing provides lower latency, lower bandwith 
usage and a much better privacy and reliability. This distributed approach 
gives new constraints, foremost of which are power consumption and ther-
mal management. ASICs, inherently matchable to target applications, are 
one of the ways to further optimize performance and reduce energy usage. 
saying that in this landscape, we examine some of the important consider-
ation in the low power ASIC design and how this is affecting the way edge 
computing hardware is changing.
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The Edge Computing Paradigm and its 
Hardware Requirements
Systems that perform analysis and processing of data in 
a distributed manner are now called edge computing. 
Edge computing is an option to the centralized 
cloud structure that is meant to address some of 
the drawbacks of the centralized cloud including 
latency, bandwidth limitations and privacy issues by 
moving the computation close to a source of data. 
This decentralized approach is required for real time 
processing applications like Autonomous vehicles, 
industrial automation and smart city infrastructure. 
The hardware requirements for edge computing 
device are much different from traditional server in 
data center. In the end, most node just work with very 
strict power budgets of battery or energy harvested. 
However, they must first perform at high speeds 

for a set of given tasks under energy constraints. 
These devices also need to be hardy in a variety of 
environments and used with minimal maintenance and 
low maintenance requirements.[1-3]

The meeting of the requirements mentioned 
above depends on ASIC. Unlike general purpose 
processors, ASICs have been specialized for specific 
workload and typically provide much better 
performance per watt. Thanks to The ASICs for edge 
computing application, designers can achieve the best 
tradeoff between computational capability and power 
consumption, which provides a perfect one. ASIC 
design technique evolution limits the ability of edge 
computing hardware to evolve. As edge applications 
becomes more complex, embedding machine learning, 
computer vision and sensor fusion, special hardware 
accelerators are needed. Thanks to the presence 
of these accelerators which can be additionally 
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integrated to standard processing units, SoCs proven 
to be very attractive systems for edge deployment, 
can be readily included.[4-5]

Challenges in Approach for Low Power 
ASIC Design in Edge Computing
One of the main challenges in ASIC design for edge 
computing applications lies in that the system 
demands to be highly performant whilst being 
eupheuristically power hungry. The challenges 
mentioned above are simply aggravated further by the 
diversity and sometimes variability of edge computing 
workloads. Therefore, the main problem is to balance 
the performance and power efficiency. This is due 
to heavy computational tasks that occur for such 
edge devices, particularly video processing in real 
time or machine learning inference, on strict power 
constraints. That means you cannot simply optimize 
optimally architecture level to transistor level.[6-8]

The thermal management of edge ASICs is another 
essential problem. Active cooling is impractical in the 
environments where many edge devices work and the 
passive methods of heat dissipation are used instead. 
This additional limitation adds an even heavier 
constraint to put with the designers in reducing power 
consumption as well as distributing heat evenly over 
the chip. Variability of edge computing workloads is 
another substantial challenge. For edge devices, unlike 
in a data center where there can often be predictable 
usage patterns, the workloads of the edge devices 
are often wildly varied, depending on environmental 
conditions or user behavior. These demands impose 
the requirement on ASICs that energy efficiency is 
ensured in operation while they can adapt to changing 
demands.[9-11]

Fig. 1: Challenges in Approach for Low Power ASIC Design

These environments are also security and 
reliability critical. The security features in ASICs 
in need to protect sensitive data and unauthorized 
access. Yet they have to be resistant to environmental 
imperatives: temperature gradients, electromagnetic 
interference and physical tampering. To face these 
challenges we will need to tackle all aspects of ASIC 
design such as innovative architectures, advanced 
process technologies as well as sophisticated power 
management techniques. We then discuss in the 
rest of this paper some of the essential strategies 
and solutions for generating very efficient ASICs for 
edge computing application which are capable of 
overcoming these issues.[12]

Low-Power ASIC Design for Edge 
Computing Applications: Challenges 
and Solutions
On the tail side, edge computing has become the 
technological innovation of importance due to the 
increasing demand for real time data processing in 
which the proliferation of Internet of Things (IoT) 
devices is one of the main drives. As sophistication of 
these applications increases, never ever has there been 
a greater requirement for energy efficient hardware 
solutions. Thus, among the powerful technologies that 
came into existence as a result of the novel challenges 
that edge computing environment brings, ASICs have 
also emerged. In this article, we explore challenges 
faced in coming up with low power ASIC for edge 
computing applications followed with an overview of 
innovative solutions to tackle these problems.[13-14]

By processing data closer to the source in the edge, 
edge computing provides lower latency, lower bandwith 
usage and a much better privacy and reliability. This 
distributed approach gives new constraints, foremost 
of which are power consumption and thermal 
management. ASICs, inherently matchable to target 
applications, are one of the ways to further optimize 
performance and reduce energy usage. saying that in 
this landscape, we examine some of the important 
consideration in the low power ASIC design and how 
this is affecting the way edge computing hardware is 
changing.[15-16]

The Edge Computing Paradigm and its 
Hardware Requirements
Systems that perform analysis and processing of data in 
a distributed manner are now called edge computing. 
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Edge computing is an option to the centralized 
cloud structure that is meant to address some of 
the drawbacks of the centralized cloud including 
latency, bandwidth limitations and privacy issues by 
moving the computation close to a source of data. 
This decentralized approach is required for real time 
processing applications like Autonomous vehicles, 
industrial automation and smart city infrastructure.[17]

The hardware requirements for edge computing 
device are much different from traditional server in 
data center. In the end, most node just work with very 
strict power budgets of battery or energy harvested. 
However, they must first perform at high speeds 
for a set of given tasks under energy constraints. 
These devices also need to be hardy in a variety of 
environments and used with minimal maintenance and 
low maintenance requirements.[18-19]

The meeting of the requirements mentioned 
above depends on ASIC. Unlike general purpose 
processors, ASICs have been specialized for specific 
workload and typically provide much better 
performance per watt. Thanks to The ASICs for edge 
computing application, designers can achieve the best 
tradeoff between computational capability and power 
consumption, which provides a perfect one. ASIC 
design technique evolution limits the ability of edge 
computing hardware to evolve. As edge applications 
becomes more complex, embedding machine learning, 
computer vision and sensor fusion, special hardware 
accelerators are needed. Thanks to the presence 
of these accelerators which can be additionally 
integrated to standard processing units, SoCs proven 
to be very attractive systems for edge deployment, 
can be readily included.[20-22]

Challenges in Approach for Low Power 
ASIC Design in Edge Computing
One of the main challenges in ASIC design for edge 
computing applications lies in that the system demands 
to be highly performant whilst being eupheuristically 
power hungry. The challenges mentioned above 
are simply aggravated further by the diversity and 
sometimes variability of edge computing workloads. 
Therefore, the main problem is to balance the 
performance and power efficiency. This is due to heavy 
computational tasks that occur for such edge devices, 
particularly video processing in real time or machine 
learning inference, on strict power constraints. 
That means you cannot simply optimize optimally 
architecture level to transistor level [23] (Fig. 2).

Fig. 2: Low Power ASIC Design in Edge Computing

The thermal management of edge ASICs is another 
essential problem. Active cooling is impractical in the 
environments where many edge devices work and the 
passive methods of heat dissipation are used instead. 
This additional limitation adds an even heavier 
constraint to put with the designers in reducing power 
consumption as well as distributing heat evenly over 
the chip.

Variability of edge computing workloads is another 
substantial challenge. For edge devices, unlike in a 
data center where there can often be predictable 
usage patterns, the workloads of the edge devices 
are often wildly varied, depending on environmental 
conditions or user behavior. These demands impose 
the requirement on ASICs that energy efficiency is 
ensured in operation while they can adapt to changing 
demands.[24]

These environments are also security and 
reliability critical. The security features in ASICs 
in need to protect sensitive data and unauthorized 
access. Yet they have to be resistant to environmental 
imperatives: temperature gradients, electromagnetic 
interference and physical tampering. To face these 
challenges we will need to tackle all aspects of ASIC 
design such as innovative architectures, advanced 
process technologies as well as sophisticated power 
management techniques. We then discuss in the 
rest of this paper some of the essential strategies 
and solutions for generating very efficient ASICs for 
edge computing application which are capable of 
overcoming these issues.[25]

The other strategy is integrating hardware 
accelerators for the popular functions. Dedicated 
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implementation of machine learning or signal 
processing engines in the form of neural network 
engines or DSP blocks can give orders of magnitude 
better energy efficiency in applications of edge 
computing that need to run these. As a result, 
asynchronous design techniques turn out to be an 
opportunity to achieve a substantial amount of power 
savings. By removing the global clock, asynchronous 
designs can reduce dynamic power consumption and 
thus improve the overall energy efficiency. Although 
challenging to implement, asynchronous architectures 
are becoming popular for low power ASIC design of 
edge applications.[26]

Power Optimization by Circuit-Level 
Techniques
However, circuit related techniques play a crucial 
role in the area of power consumption in ASICs for 
edge computing as well. Here the techniques are to 
maximise overall energy efficiency on the chip by 
individually optimising the components and circuits. 
Dynamic voltage and frequency scaling (DVFS) is 
one of the most widely used circuit level technique. 
Moreover, the ASIC can also tune its voltage and 
frequency on demand, or functionally of the contents 
of the workload running, within DVFS, increasing 
the power down during low concentration. However, 
the overhead for DVFS and the sensitivity of power 
supply systems have caused instability in the system at 
different points in voltage and frequency.[27]

It also needs to reduce dynamic power 
consumption, whereby one of the techniques used is 
clock gating. It is the concept of clock gating when 
clock signals are disabled to circuit blocks that are 
in inactive state, so as to save energy by inhibiting 
unnecessary switching activity. Clock gating can be 
implemented from coarse granularity (say at functions 
unit level) to fine granularity (say flip flop level). The 
low power ASIC design is important and, as the scale 
factors shrink, leakage current reduction becomes one 
of the important factors contributing to the overall 
power consumption of the static power. Reducing 
leakage current in standby modes might be achieved 
with methods such as multi-talk CMOS (MTCMOS) 
as well as adaptive body biasing and not affect the 
performance during active operation.[28]

On chip interconnects can obtain great power 
reduction benefit from low swing signaling. For this 
case, designers can decrease the dynamic power 
consumed in due to signal transitions by reducing the 

voltage swing signals passed from one region of the chip 
to another. However, signal integrity and noise margins 
to the method are very important. Another key area of 
low power ASIC design is standard cell, custom circuit 
design. Power at the gate level is addressed by means 
of transistor sizing, stack forcing and path balancing. 
Furthermore, such power savings result from using 
custom designed, energy efficient memory cells and 
register files in data intensive edge computing. To 
minimize resistive losses over the chip, we implement 
power aware place and route. For ASICs, the power 
overhead can be significantly influenced by various 
power grid design including activity based power grid 
design and intelligent clock tree synthesis .[29]

An investigation of Power Management 
and Control Strategies
In edge computing applications for ASICs, the efficiency 
of energy depends on an effective power management. 
To accomplish that we need sophisticated control 
strategies that make use of power reduced design 
techniques, but also make control power dynamically to 
take into account workload as well as the environment. 
Power management uses multiple power modes. As 
such, ASICs can define different operational states with 
different levels of functionality and power consumption 
to support adaptation to workload changing 
requirements. In these cases, the typical power modes 
encompass the full performance active power mode to 
an ultra low power sleep state with a number of these 
in between for other trade offs between performance 
and power consumption [30] (Fig. 3).

Fig. 3: Power Management and Control Strategies

Task scheduling and workload prediction both 
have an important feature for Power management. 
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By doing this, the ASIC can actively cut energy usage 
by the means of task scheduling and predicting future 
workload pattern. Some amount will include race to 
sleep techniques where we run to exhaustion some 
tasks to quickly put the system in a low power state, 
or with just in time computing where the processing 
is deferred as far as possible to avoid wasting power. 
Closely coupled are edge computing ASICs, which 
include thermal management as part of power 
management. To prevent overheating, the ASIC is 
able to adjust performance and power consumption 
in the appropriate granularity making use of on chip 
temperature sensors and thermal management units 
that are provided by the ASIC. Thermal constraints 
can be particularly critical and damaging in passively 
cooled edge devices in which they can be a critical 
limiting factor in long term reliability.

The other important aspect in good power 
management is in power aware software optimization. 
ASICs give software makers the offer of providing APIs 
(and hardware hooks) to do power optimization at 
the application level. This may include the ability 
to selectively drive or not hardware accelerators 
according to application needs or power aware 
migration of tasks among heterogeneous cores. It is 
expected that future edge computing ASICs that have 
energy harvesting capabilities and adaptive power 
management will achieve even more energy efficiency. 
By introducing the circuits to extract energy from the 
ambient energy sources like light, vibration or RF 
signals, ASICs can offer longer operation time and the 
reduction of the dependence on battery power. This 
harvested energy can then be adaptively managed 
attuned to the prospected, as well as the current, 
energy availability and power such harvested energy 
using adaptive power management algorithms so that 

energy use is adaptedively optimized. The robust 
power integrity and noise management techniques 
also enable reliable operation across different power 
modes. Also, it brings in the details of careful design of 
power delivery network, use of decoupling capacitors, 
and use of specialized power gating to attenuate noise 
and offer higher, clean power to the most critical 
circuits (Table 1).[31]

Fully depleted silicon on insulator (FD-SOI) 
technology as an appealing technology option towards 
low power edge computing ASICs has been developed. 
The FD-SOI performs well at low voltages is a good 
match for applications that require energy saving. In 
FD SOI processes, it is possible to back bias, and thus, 
fine grained power management of dynamic power to 
enable more dynamic power management, and thus, 
more fine grained control of performance and power 
consumption. Compelling advantages in ultra low 
power edge devices will continue to be provided by 
mature process nodes (28nm and above). Most of the 
time, these nodes will have smaller leakage current 
and less variation problems than more advanced 
nodes. In addition, due to the well established design 
ecosystems of mature nodes and lower mask costs, the 
more competitive edge computing solutions for some 
edge computing applications could be realized.

Non volatile memory technologies embedded 
MRAM or ReRAM are becoming more central to the 
design of the low power ASIC design for use in the 
edge computer. High speed and low power are the 
advantage offered by these technologies, compared 
with traditional volatile memories that have lower 
standby power, faster wake up times and better data 
retention. By integrating these non volatile memories 
onto the ASIC, we are able to take advantage of the 
fact that they are non volatile, and thereby save 

Table 1: ASIC Design Methodologies and Tools

Challenge Description Impact

Power Consumption Reducing power consumption while maintain-
ing performance is a significant challenge.

Increases operational costs and limits battery 
life in portable devices.

Heat Dissipation Effective thermal management is required due 
to compact design constraints.

Can lead to overheating, damaging compo-
nents and reducing system longevity.

Signal Integrity Maintaining high-quality signals in a noisy, 
low-power environment is difficult.

Decreases system reliability and data trans-
mission efficiency.

Design Complexity Designing for low power involves complex 
trade-offs and design iterations.

Prolongs development time and increases the 
risk of design flaws.

Manufacturing Cost High-performance ASICs often come with high 
manufacturing costs due to custom fabrica-
tion.

Limits widespread adoption due to high up-
front costs.
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enormous system level power. As future low power 
ASICs are expected to rely on current and up coming 
technologies, such as carbon nanotube FETs (CNFETs) 
and 2D material based transistors, the two dimensions 
are synergistic. Due to the very low voltage operation 
and low leakage current offered by these technologies, 
ultra low power and ultra low leakage edge computing 
devices would be made possible in a new generation. 
Manufacturability and integration with current CMOS 
processes are major hurdles, but they still exist. 
Finally, advanced packaging technology such as 2.5 D 
and 3 D integration makes power optimization possible 
for edge computing ASICs. These technologies allow 
one to put together dissimilar dies and components 
and thus interpose the best process technologies to 
deal with the dissimilar functions in a single package. 
It can improve system performance as a whole and 
decrease the power consumption.[32]

Low Power ASIC Design 
Methodologies and Tools
However, designing low power ASICs for edge computing 
applications is very difficult and thus requires advanced 
design methods and tools. All of these methods and 
techniques are very crucial in the trade off between 
power, performance, area in order to satisfy the tight 
specifications of edge computing environment. Power 
Aware design flows are needed for creating energy 
efficient ASICs. These power analysis and optimization 
flows are greatly incorporated in the design stages 
from RTL development to implementation in physical 
stage. Provide capabilities to estimate early power 
mainly for early architecture and implementation 
decisions in the design cycle.

High level synthesis (HLS) tools are now popular for 
low power ASIC design for edge computing. HLS allows 
designers to think at the level of higher functionality 
abstraction (typically C/C++ or SystemC) and to 
synthesize automatically its RTL implementation. 
This approach enables designers to easily evaluate 
different architectural options which, in turn, itself 
might lead to implementation on a chip with lower 
power consumption. UPF and CPF are power intent 
specification languages that help in managing the 
complexity of multi voltage designs. It lets the 
designers define power domain, power modes and 
power management strategies independent of the 
functional RTL to offer a more structured approach to 
low power design.

The power performance of an ASIC is to be 
validated under a real workload and the advanced 

simulation and emulation are needed to accomplish 
that task. Power aware simulation tools, based on 
dynamic and static power analysis techniques, help 
the designers in finding power hotspots and reduces 
the overall energy efficiency in the system. Hardware 
emulation platforms offer us the ability to estimate 
the more accurate power estimates as well as develop 
and validate the software on the realistic hardware 
model. Machine learning assisted design optimization 
for low power ASIC design is a developing trend. ML 
algorithms can also predict the power consumption, 
placement and routing can optimize if it is done using 
the goals and constraints, and finally, ML algorithms 
can even suggest architectural improvements for 
the design goal and constraints. They can cut down 
significantly the design time and further reduce overall 
power consumption dramatically.

Adapted formal verification techniques are 
gaining increasing importance for low power design. 
They help in verifications of how much correct power 
management is used, how much the power domains 
isolate each other and how far the design power 
intent is different from the actual power intent. In any 
circumstances, if employed early in the design process, 
formal methods can catch power related bugs at a 
point where the botches in consequence are far less 
than if they are stressed out in silicon. Finally, methods 
to characterize the power are necessary to develop 
complete power modeling and characterization. 
Methodologies for power characterization of complex 
IP blocks and subsystems as well as a user’s manual 
for creating detailed power models for standard cells, 
memories and custom blocks are included.[33]

Verification and Validation Challenges in 
Low Power ASIC Design
Low power ASICs for edge computing applications are 
very hard to verify and validate under the combination 
of functionality, performance and power management. 
It is important that the ASIC performs correctly over 
all power modes and transitions given stringent power 
and performance requirements, and the ASIC must be 
verified completely in this case. Validation process 
including the verification power aware is a critical part 
of validation process. It was also found to be interesting 
that the ASIC worked fine in all power modes, as well 
as while going from one power mode to another. For 
example, specialized verification or formal methods 
are used to verify the power management logic so as 
to ensure that it does not corrupt the system behavior, 
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nor corrupt the power management logic itself  
(Table 2).

The ASIC dynamic power modeling faces another 
substantial challenge of the simulation and verification 
of the behavior under real workloads. Therefore, 
representative test scenarios should be developed in 
order to simulate the anticipated use in edge computing 
environment. Through advanced power analysis tools 
in conjunction hardware emulator platforms, dynamic 
power consumption and optimization opportunities 
are thoroughly analyzed. The completion of thermal 
validation for the low power ASICs for edge computing 
is verified. Thermal behavior of the chip for different 
workloads and environmental conditions is simulated 
to remain in temperature limits. This process involves 
use of advanced thermal modeling and analysis tools 
as well as on chip temperature sensors.

The power delivery network robustness and 
power integrity breakdown are to be certified at all 
operational modes. Additionally, it confirms that 
voltage drops and noise levels do not fall outside of 
allowed ranges in mode transition or under different 
workloads. Advanced power integrity analysis tools 
and methodologies address challenges. Finally it is 
essential to prove that power management strategies 
are effective in real word scenarios assurance that 
power is sufficient to fulfill ASICs power efficiency 
targets. This may include generating power models of 
the whole of the edge computing system consisting of 
sensors, actuators and communication interfaces so 
as to realistically estimate the power dissipation and 
battery life while actually using it.[34-35]

Security Consideration in Low Power 
ASIC for Edge Computing.
Given that edge computing application security is 
very important because these devices often process 
sensitive data, disseminate it, and may work in hostile 
environments, solomon’s balancing the cycles time 
through simple cycle balancing in soccer games in 
the league, combining cycles through simple cycles 
in soccer games in the league, and time propagation 
through simple cycles in soccer games in the league 
is of paramount importance. At the level of the ASIC, 
designing low power ASICs requires that it will also 
provide security features that come at a cost in terms 
of power consumption. To take care of the safeguarding 
of data processing along with the communication 
in edge gadgets, robust cryptographic engines are 
utilized. Nonetheless, cryptographic operations 
are computationally and power intensive. Any low 
power, crytographic integrated ASIC design requires 
these energy efficient cryptographic accelerators. It 
may involve lightweight cryptographic algorithms or 
using dedicated hardware blocks with crypto blocks 
optimized for performing common crypto operations.

Secure boot and runtime checking integrity are 
necessary for providing secure boot and runtime 
integrity to the edge devices in case they boot up 
in an unexpected state and remain compromised. 
These features usually require hardware root of trust 
implementations and the root of trust implementations 
must be powered naturally in order to consume 
minimum power and still provide relatively good 

Table 2: Solutions for Low-Power ASIC Design

Solution Description Benefit

Dynamic Voltage and Frequency Scaling 
(DVFS)

Adjusting the voltage and frequency 
of components dynamically to reduce 
power usage.

Improves energy efficiency while main-
taining required performance levels.

Thermal Management Techniques Utilizing heat sinks, active cooling, and 
thermal pads to manage heat dissipa-
tion.

Prevents overheating, enhancing de-
vice longevity and reliability.

Signal Conditioning Implementing filters and shields to 
minimize signal interference.

Enhances data transmission quality and 
reduces error rates.

Optimized Design Tools Using advanced CAD tools to optimize 
low-power designs and ensure effi
ciency.

Speeds up development time and re-
duces risk of design errors.

Cost-Effective Manufacturing Processes Adopting advanced manufacturing 
technologies to reduce costs and en-
hance scalability.

Reduces production costs, enabling 
more affordable solutions.
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security guarantees. The use of one time programmable 
(OTP) memory to store cryptographic keys and 
security boot code and other means of reducing power 
overhead of these security controls is shown .36]

Another consideration in low power ASIC design to 
use for edge computing is its side channel vulnerability 
resistance. Power patterns of a device can be used to 
extract sensitive information sensitive such as using 
differential power analysis (DPA). Just like power 
efficiency countermeasures to such attacks can be 
carried over onto the ASIC in terms of power efficiency 
for instance via randomized clock generation or power 
balancing, but considering security requirements, 
the ASIC must meet the security requirements 
with overheads in terms of power. Confidentiality 
and integrity of sensitive data require secure key 
management and storage to be done in edge devices. 
Often, such secure key storage requires hardware 
memory technologies or dedicated secure elements, 
which results in power hungry ASIC. To implement these 
features, security and power efficiency are tradeoffs 
that need to be well thought out by designers.

The use of physical primitives places security 
features in the most secure part of the design, and 
by building on edge computing ASICs which must also 
have physical security such as anti tamper circuits 
and sensors because of physical attack they are 
not vulnerable to these attacks. Increased power 
consumption in the device and these features must 
be designed very aggressively for energy efficiency. 
Power impact of these measures can be diminished by 
techniques which adapt the sampling rates of tamper 
detection sensors, and which enable security features 
only under high threat levels. The third requires that 
secure firmware update mechanisms be devised for 
securing the edge devices at all stages of its life cycles. 
One of the important aspects to be designed is the 
secure patch update process, such as authentication, 
integrity verification and experimenting as small 
amount of energy as possible in the update process, 
however, preserving the integrity of patches and 
firmware without breaks.

In Low Power ASIC Design, Future 
Technologies and Emerging Trends
New semiconductor technology, computing paradigms 
and newly emerging edge applications are leading 
to a very fast evolution of area of ASIC design in low 
power domain in the context of the edge computers. 
Several emerging technologies and trends will 

shape it, and further shape it, increasing the levels 
of energy efficiency and performance. At present 
there is a huge push for low power ASIC design for 
edge AI applications that aim to be inspired by 
neuromorphic computing architectures very much like 
our brain. These architectures, which are inspired 
from structural and functional principles of biological 
neural networks, offer very energy efficient sensory 
data and machine learning processing. Neuromorphic 
circuits implemented in ASIC offer substantial power 
savings in comparison with previous von Neumann 
Architectures and such implementation can have high 
impact to applications such as pattern recognition and 
sensory processing.

The integration of the novel memory technologies 
(magnetoresistive random access memory (MRAM) and 
resistive random access memory (ReRAM)) are going 
to revolutionize the field of low power ASIC design. 
A rapid read or write plus near zero standby power 
characterizes these non volatile memory technologies, 
making them perfect for edge computing uses. The 
integration of these memories directly into the ASIC 
promises large reductions in overall system power 
consumption as well as new techniques for data 
processing and storage through novel architectural 
approaches. Approximate computing techniques are 
increasingly being looked into for use in low power ASIC 
designs aimed for the edge that tolerate imprecision. 
Relaxing the exact computation requirement in some 
part of the algorithm or circuit allows them to achieve 
significant power savings. This technique is most 
relevant to edge AI and signal processing applications 
where small errors in intermediate computations do 
not matter.

However, energy harvesting and wireless power 
transfer technologies become precious in the design 
of ultra low power ASICs supporting edge computing as 
they continue to evolve in the form of matriculation. 
For edge devices, much can be gained by harvesting 
energy from ambient sources, for instance, light, 
vibration or RF signals, which can help extend 
energy lifetimes or remove dependence on batteries. 
However, ASIC integration of efficient energy 
harvesting circuits and adaptive power management 
algorithms is needed for long term deployment of 
autonomous edge devices. New computing paradigms 
for future low power ASICs will include in memory 
computing, photonic computing, and the increasingly 
machine learning driven ASICs. The power of data 
movement in a computer can be quite significant, so 



Ahmed Khan :  Challenges and Solutions in Low-Power ASIC Design for Edge Computing Applications

20		  Journal of Integrated VLSI, Embedded and ComputingTechnologies | Sept - Dec | ISSN: 3049-1312

computations can be run directly in the memory arrays 
in a particular in-memory computing architecture to 
reduce power. These photonic computing advantages 
—fast and low power – carry a prohibitive price, in 
terms of integration with existing CPMOS technologies.

Hence, the advent of quantum computing and 
the opportunity to combine it with existing classical 
architecture ASIC hybrids will be found in new edge 
computing ASIC hybrid architectures. At this point in 
time, quantum computers of large scale have a basic 
level of development, but that is not the case for 
currently small scale quantum processors (or quantum 
inspired algorithms implemented on ASICs) that may 
have important advantages in some edge computing 
applications, such as optimization and cryptography. 
Hardware designers, software developers and system 
architects will cooperate in designing truly optimized 
solutions for edge computing as the field progresses. 
Traditionally, the lines of dimension between hardware 
and software are redone, and hardware/software 
co design is an important attribute to reach power 
efficiency with good functionality. Low power ASIC 
technology for edge computing is a hard and promising 
future. As will the possibilities continue to grow, the 
next generation of edge devices will get more and 
more powerful, more and more able to do more and 
more, but more and more sustainable and more energy 
efficient. Since they will be used for developing the 
technology that stands to bring the next big wave of 
innovation in IoT, AI etc, helping us inch a bit closer 
to a truly intelligent world where intelligent and 
connected devices everywhere will seamlessly come 
into play.

Conclusion: Edge Computing ASIC 
Design: The Future
Adding to that, it becomes more apparent that next 
generation devices will place a significant emphasis on 
low power ASIC design as they incorporate the features 
and efficiency of distributing computing to the edge. 
This document has identified all of the challenges that 
we have identified from architectural consideration 
to the circuit level optimization, power management 
strategies to the implementations of security – all 
these have demonstrated the complexity and cross 
disciplinary nature of designing ASICs for the edge. The 
promise of energy efficiency coupled with performance 
is fueled by ever improving semiconductor technology 
coupled with ever bolder design techniques, and ever 
adopting new computing paradigms. As the number of 

edge devices increases and more complex use cases 
arise, there will still be even more necessity for very 
optimized, highly reapplied hardware solutions. Still, 
adopting an holistic approach over the chip may 
be the way forward with low power ASIC design for 
the future of edge computing. In other word, we 
desire optimization for some particular workloads, 
integration with energy harvesting technologies and 
adaptation to unknown environmental conditions. 
This will allow us to create more and more intelligent 
and adaptive power management strategies as the 
sophistication/performance of the ASIC continues to 
push from the edge to the fabric into the AI/machine 
learning capabilities. The future designs will need a 
compromise of power efficiency and security and the 
security will always be a key concern in the future 
designs involving the more sophisticated hardware 
based security features that offer strong protection 
while minimizing power efficiency. New memory 
technologies and novel packaging solutions will make 
possible novel architectural techniques that will seek 
to increase performance and reduce power.
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