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AbstrAct

This paper presents the design of a comparator with low power, low offset voltage, 
high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
approach to design the circuits. Therefore, the offset voltage is reduced to 250𝜇𝜇𝜇𝜇. 
The designed comparator has a unity gain bandwidth of 4.2 𝐺𝐺𝐺𝐺𝐺𝐺 and a gain of 72𝑑𝑑𝑑𝑑 at 
nominal PVT, which gives us a considerable measure of authority. The dynamic power 
consumption of the comparator is 48.7𝜇𝜇𝜇𝜇. The layout of this designed comparator has 
been implemented, and the area of the comparator is 12.3 𝜇𝜇𝑛𝑛 × 15.75 𝜇𝜇𝑛𝑛. The re-
sults of pre-and post-layout simulations in various process, voltage, and temperature 
corners are shown.
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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Abstract
In recent years the industrial landscape has been dramatically changing due to 
technological advances and the increased importance on operational efficiency. In 
industries where essential machinery and equipment are very complex, integration of 
data science with maintaining practice has been quite transformative. This technological 
revolution is benefitting manufacturers plants, energy facilities, transportation networks 
among others. Keeping an eye on how equipment health and performance metrics are 
year to year evolving allows companies to make data driven decisions regarding when 
to do maintenance activities and how to do them. With that, the applications of data 
science in predictive maintenance become more and more obvious and it’s obvious 
that we are not talking about a fleeting trend here, but a completely new approach 
to industrial operations based on predictive maintenance. The ability to predict and 
prevent equipment failures has widespread impact on productivity, safety, profitability 
within various industries.
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The Fundamentals of Predictive Maintenance

It is sophisticated technique for which we use the data 
analytics and the algorithms of machine learning to predict 
when the equipment would fail. Unlike conventional 
maintenance techniques, which are dependent on fixed 
schedules or response to failure, predictive maintenance 
is based on the real time data to calculate the optimal 
time for servicing of machines. With data at its core, 
organizations can analyze how to address problems 
before they become expensive breakdowns that lead 
to unplanned downtime and increase costs. The main 
point of predictive maintenance is to monitor equipment 
performance over time via various sensors and data 
collection devices. That is, they can build in more 
efficient and accurate predictive models by focusing on 
these key features. This targeted approach enhances the 
model performance and reduces the computational cost 
and analysis methodology as well.[1-4]

One other important application of data science around 
predictive maintenance is anomaly detection. When 
deviations from normal operating conditions occur 
quickly, advanced algorithms can alert maintenance 
teams to potential issues long before they reach sufficient 
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magnitude to trigger failures. It is important early 
warning system because it can help prevent catastrophic 
failures that could lead to major downtime and repair 
cost. Data visualization techniques are important to 
making predictive maintenance insights accessible to 
those who are not technical. In helping maintenance 
teams and decision makers quickly understand the 
current health of equipment equipment and how to 
prioritize maintenance, data scientists can present 
complex data in easy, graphical formats.[5-7]

Fig. 1: The Fundamentals of Predictive Maintenance
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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In addition, data science can develop prescriptive 
maintenance strategies. Organizations obtain not 
just when maintenance is required, but the most cost 
effective way to accomplish it, by combing predictive 
model with optimization algorithm. In this approach, 
basing on resources availability, production schedules, 
condition of related assets and their relative criticality, 
optimal maintenance plans will be determined. 
Predictive maintenance has become a hot area for 
data science applications and those applications have 
become increasingly sophisticated as one of the worlds 
most active fields. Moreover, advanced techniques, 
e.g., deep learning and reinforcement learning, will 
further improve the accuracy as well as effectiveness 
of the predictive maintenance systems to contribute 
even more to the operating efficiency of industrial  
operations.[8-11]

Elements of a Data Driven Predictive 
Maintenance System

A predictive maintenance system with robust data driven 
features consists of a group of key components working 
together to provide actionable insight. The ability to 
tackle these key elements of predictive maintenance 
strategy implementation and optimization is crucial 
to organizations getting into or maximizing predictive 
maintenance strategies.[12-13]

Data Collection Infrastructure

A good predictive maintenance system begins with a 
complete data collection infrastructure. It consists usually 
a network of sensors and IoT devices in a deliberately 
installed network within the industrial environment. 
They are sensors which continuously monitor parameters 
such as temperature, vibration, pressure and electrical 
current. Therefore, the data collection system must 
be designed to handle large volume, very high velocity 
data streams and frequently deployed edge computing 
technologies to process data in the closest proximity to 
the source.

Data Storage and Management

In the case of industrial sensors, it is necessary to be able 
to store and manage huge amount of data in a fast and 
efficient manner. Today’s modern predictive maintenance 
systems increasingly use distributed storage and data 
lake solutions to deal with the scale and variety of the 
data involved. That means these systems have to be able 
to store (structured and unstructured) data: from time 
series sensor readings, maintenance records, equipment 
specs, and so on.

Data Preprocessing and Feature Engineering.

Typically, raw sensor data needs to be preprocessed 
significantly before it can be studied. Data cleaning, 
dealing missing values and on normalizing measurements 
across diverse scales are part of this stage. The 
most critical step of feature engineering combines 
domain expertise with data science techniques to 
create inputs which are meaningful to the predictive 
models. Perhaps it’s calculating derived metrics 
such as rolling averages or rate of change and those 
deliver a better signal of equipment health than raw  
measurements.

Table 1: Techniques in Data Science for  
Predictive Maintenance

Technique Role

Machine Learning 
Algorithms

Machine learning algorithms ana-
lyze historical and real-time data 
to predict equipment failures and 
optimize maintenance schedules, 
reducing downtime.

Big Data Analytics Big data analytics processes large 
volumes of operational data to un-
cover patterns and correlations, 
leading to more accurate predic-
tions of potential issues.

Artificial Intelligence Artificial intelligence, through neu-
ral networks and deep learning, 
enhances predictive accuracy by 
identifying complex patterns and 
anomalies in sensor data.

Predictive Modeling Predictive modeling uses statistical 
techniques and machine learning to 
forecast future failures and main-
tenance needs based on historical 
data and operational conditions.

Data Fusion Data fusion combines data from 
multiple sources, such as sensors 
and operational logs, to provide a 
more complete and accurate pic-
ture of system health.

Real-Time Monitoring Real-time monitoring uses IoT sen-
sors and data streams to detect 
equipment anomalies as they hap-
pen, allowing for proactive mainte-
nance before failure occurs.

Machine Learning Models

Machine learning models form the heart of a predictive 
maintenance system. The historically data is used to 
train these models and enable them to learn patterns 
around equipment degradation / failure. Typical strat-
egies include supervised learning approaches for failure 
prediction, unsupervised learning for anomaly detec-
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and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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tion and time series approaches to forecast the history 
equipment states. The more data that’s accumulated, 
the more the accuracy of these models can be continu-
ously refined and updated as time goes.

Real-Time Analytics Engine

For predictive maintenance systems to give timely 
insights, a real time analytics engine that can handle 
the streaming data and alarm the system for an issue 
to correct is needed. Once trained, this component 
applies the trained machine learning models to 
incoming sensor data to identify potential issues as they 
happen. However, the real time nature of this analysis 
is critical for allowing for proactive maintenance  
interventions.

Visualization and Reporting Tool

Once predictive maintenance insights are communicated, 
they need to be effective. Tools for advanced visualization 
are applied to turn complex data into clear dashboards 
and reports. These interfaces provide to maintenance 
teams and decision makers a quick look at the health 
of the equipment, a way to prioritize maintenance 
activities and track key performance indicators.

Enterprise Systems Integration

The best predictive maintenance systems will integrate 
well with other enterprise systems, such as Enterprise 
Resource Planning (ERP) and Computerized Maintenance 
Management Systems (CMMS) for full effectiveness. 
Thanks to this integration, it becomes possible to 
generate work orders automatically, to allocate resources 
automatically and to manage inventory automatically 
based on the predictive maintenance insights.

Feedback Loop Mechanism

As an important but often overlooked component, 
the feedback loop mechanism is actually essential. 
This provides the system the opportunity to discover 
what works and continue to learn from the outcomes 
of maintenance actions, and subsequently predict 
and recommend even better. Once the system tracks 
the accuracy of its forecasts and effectiveness of 
maintenance interventions it will adapt and refine its 
models over time. With the right consideration and right 
implementation of each component in a systematic way, 
organizations can pursue a comprehensive predictive 
maintenance system that will bring real value, such 
as reduced downtime, lower maintenance cost and 
enhanced reliability of equipment.

Predictive Maintenance using Machine Learning 
Techniques

Modern predictive maintenance systems are largely 
reliant on machine learning for analyzing complex 
data and generating accurate predictions. For data 
scientists and engineers working in the area of industrial 
maintenance, this is important to understand these 
techniques. In this post, we look at some of the best 
machine learning techniques used in predictive 
maintenance scenarios.[14-17]

Failure Prediction using Supervised Learning

Predictive maintenance for equipment failures has 
been widely utilised to predict failures using supervised 
learning algorithms. In these analysis we train these 
models on historical data where the output (success 
or normal operation) is known. Common supervised 
learning techniques include:

• Decision Trees and Random Forests: As they are 
particularly interpretable and able to handle 
non linear relationships in data, these methods 
are particularly useful.

• Support Vector Machines (SVM): SVMs are used for 
problems of binary classification, e.g. whether a 
piece of equipment will fail after some period 
of time.

• Gradient Boosting Machines: Because failure is a 
rare event in maintenance scenarios, algorithms 
like XGBoost and LightGBM have become popular 
as their performance is very high and they can 
handle imbalanced datasets.

Anomaly detection using Unsupervised Learning

They are also useful as ununsupervised learning 
techniques for finding unusual patterns or anomalies 
in equipment behavior that signals impending failures. 
Particularly useful when labeled failure data is scarce, 
these methods are. Key approaches include:

• Clustering Algorithms: K-means and DBSCAN, 
for example, could group similar operational 
states, that can help detecting outliers, which 
afterwards may represent abnormal conditions.

• Autoencoders: The aim of these architectures 
is to learn patterns of normal behaviour and 
indicate anomalies when deviations from normal 
behaviour could be indicative of problems.

• Isolation Forests: This method is tailored for 
anomaly detection and is a good fit for high 
dimensional data as typically observed in 
industrial settings.
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analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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Trend prediction using Time Series Analysis

Since equipment degradation is a temporal phenomenon, 
time series analysis techniques are so important for 
predictive maintenance. These methods help forecast 
future equipment states based on historical trends:

• ARIMA (AutoRegressive Integrated Moving 
Average): It approximates this classical time 
series model to understand and predict trends in 
equipment performance metrics.

• Prophet: This tool has been developed by 
Facebook for forecasts of time series data with 
strong seasonal effects and multiple seasonality 
period.

• Long Short-Term Memory (LSTM) Networks: 
Specifically, these recurrent neural networks 
excel at capturing long leads in time series data, 
so they are useful for forecasting long leads in 
equipment behavior over time [18]-[22].

Maintenance optimization via reinforcement learning

While less common, reinforcement learning is gaining 
traction in predictive maintenance for optimizing 
maintenance schedules and resource allocation:

• Q-Learning: We can apply this technique to 
formulate adaptive maintenance policies that 
find the optimal tradeoff between maintenance 
action cost and risk of equipment failure.

• Deep Reinforcement Learning: In industrial 
environments more advanced approaches using 
deep neural networks can be used to handle 
complex, high dimensional state spaces.

The Use of Ensemble Methods to Improve Accuracy

Often, using different machine learning models together, 
will produce better results than each one individually. 
Ensemble methods popular in predictive maintenance 
include:

• Bagging: This approach is used by techniques 
such as Random Forests to make prediction 
stable and accurate.

• Boosting: AdaBoost and Gradient Boosting are 
methods that sequentially build models trained 
on hard to predict cases, performing much 
better.

• Stacking: This advanced technique is one where 
the final prediction is made by a combination of 
predictions from many models, or even different 
types of models.

Through use of such machine learning techniques, data 
scientists can combine these techniques together to 

develop intricate predictive maintenance platforms 
that can accurately predict equipment failure, discover 
anomalies, and optimize maintenance schedules. The 
selection of technique is often predicated on the unique 
qualities of the available data and the nature of the 
maintenance challenge presented.

Predictive Maintenance Data Colletion and 
Preprocessing

Data Collection and Preprocessing are foundational for 
the success of any predictive maintenance system. Doing 
these initial steps guarantees that the data set used for 
training machine learning models is free from garbage, 
pertinent and formatted correctly. And in this chapter, 
we dig into what data collection and preprocessing is 
needed for predictive maintenance applications.

Sensor Selection and Deployment

Next is selecting (and deploying when possible) the 
appropriate sensors to collect data. This process requires 
a deep understanding of the equipment being monitored 
and the potential failure modes:

• Vibration Sensors: Needed for monitoring of 
mechanical gear problems in rotating equipment.

• Temperature Sensors: Helps to monitor 
overheating problems in various components.

• Pressure Sensors: For systems having fluid or 
gas flow.

• Electrical Current Sensors: It can be used as an 
oddant in power consumption.

• Acoustic Sensors: They may also pick up unusual 
sounds that may indicate equipment problems.

Placing the sensors is critical and must be decided on the 
basis of equipment design, failure areas knowledge and 
accessibility related issues.

Data Acquisition Systems

Once sensors are in place, robust data acquisition 
systems are needed to collect and transmit the data:

• Sampling Rate: However, data collection 
frequency must be high enough to detect 
relevant events and low enough not to saturate 
storage and processing resources.

• Data Transmission: That means that we need to 
decide wired vs wireless transmission and the 
reliablity, bandwidth and power requirments 
associated.

• Edge Computing: In other cases, sensor level 
preliminary data processing can lower the 
transmission loads and bring the results sooner.
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AbstrAct

This paper presents the design of a comparator with low power, low offset voltage, 
high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
approach to design the circuits. Therefore, the offset voltage is reduced to 250𝜇𝜇𝜇𝜇. 
The designed comparator has a unity gain bandwidth of 4.2 𝐺𝐺𝐺𝐺𝐺𝐺 and a gain of 72𝑑𝑑𝑑𝑑 at 
nominal PVT, which gives us a considerable measure of authority. The dynamic power 
consumption of the comparator is 48.7𝜇𝜇𝜇𝜇. The layout of this designed comparator has 
been implemented, and the area of the comparator is 12.3 𝜇𝜇𝑛𝑛 × 15.75 𝜇𝜇𝑛𝑛. The re-
sults of pre-and post-layout simulations in various process, voltage, and temperature 
corners are shown.
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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• Operational Data: Such information as equipment 
performance variations explained by production 
schedules, environmental conditions and other 
operational factors can provide information 
about the root causes of wear and useful life of 
the equipment.

Data Normalization and Scaling

Before feeding data into machine learning models, it’s 
often necessary to normalize or scale the features:

• Min-Max Scaling: Rescaling all features to a 
common scale to some number usually between 
0 and 1.

• Standardization: Essentially taking the mean of 
each feature to zero and dividing its variance  
by 1.

• Log Transformation: It is useful to deal with 
skewed data distributions.

Time Series Alignment

For time-based analysis, ensuring proper alignment of 
time series data is crucial:

• Time Synchronization: The function to assure 
that data from various sensors or systems are 
time stamped and aligned.

• Resampling: Ensuring data comes at the same 
frequency across all sources.

Addressing these aspects of data collection and data 
preprocessing in a careful way can provide a strong 
support for predictive maintenance for organizations. 
In order to train accurate machine learning models 
and glean insights they can leverage to inform solid 
maintenance strategies, we must have high quality, well 
prepared data.

Table 2: Predictive Maintenance in Industrial Settings

Benefit Outcome

Cost Reduction Cost reduction is achieved through 
early detection of issues, prevent-
ing expensive repairs and minimiz-
ing unplanned downtime.

Increased Equipment 
Lifespan

Increased equipment lifespan re-
sults from timely maintenance, 
which reduces wear and tear and 
prevents catastrophic failures.

Improved Safety Improved safety is a direct result of 
identifying potential hazards early, 
ensuring that equipment is main-
tained before it can pose a danger 
to operators.

Benefit Outcome

Operational Efficiency Operational efficiency is enhanced 
by predicting failures and ensuring 
that maintenance is done during 
scheduled downtime, not disrupt-
ing production processes.

Minimized Downtime Minimized downtime helps in main-
taining continuous operations, 
reducing the financial losses that 
result from equipment failures and 
unscheduled stoppages.

Optimized Resource Al-
location

Optimized resource allocation en-
sures that maintenance efforts are 
focused where they are most need-
ed, improving the overall allocation 
of labor and materials.

Predictive Maintenance in Industrial Setting

To implement a predictive maintenance system in 
an industrial environment is a not an easy task that 
needs proper planning, coordination with most of the 
departments across a company and a phased approach 
to ensure success. In this article we describe the major 
steps as well as the considerations when predicting 
maintenance in industrial settings.

Assessment and Planning

The first phase of implementation involves a thorough 
assessment of the current maintenance practices and 
identification of areas where predictive maintenance 
can provide the most value:

• Asset Criticality Analysis: Second, identify the 
most crucial equipment in terms of benefit for 
predictive maintenance.

• Failure Mode and Effects Analysis (FMEA): 
Learn about the possible failure modes and what 
their impact to operations might be.

• Model Deployment: How to build trained models 
in a production environment, able to process 
real time data streams.

User Visualization (UIV)

Developing intuitive interfaces for maintenance teams 
and decision-makers is crucial for adoption:

• Dashboard Development: You build user friendly 
dashboards with key metrics and predictions on 
them.

• Alert Systems: For various types of issues or 
for required maintenance action, implement 
notification systems that notify the proper 
people as they occur.
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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• Mobile Integration: Build mobile apps for 
predictive maintenance information on the fly.

Training and the management of Change

Ensuring that staff are prepared to work with the new 
system is vital for its success:

• Technical Training: Train these maintenance 
staff on how to interpret and do something with 
predictive maintenance insights.

• Cultural Change: Promote a climate where data 
guided maintenance practices are encouraged.

• Standard Operating Procedures: Create 
new procedures on how to utilize predictive 
maintenance insights in everyday work.

• Select Pilot Area: Pick an initial implementation; 
choose a specific area, or a piece of equipment.

• Define Success Metrics: Quantify what should 
be considered a success of the pilot.

• Gather Feedback: Users and stakeholders need 
to be consulted, asked for feedback, and the 
areas for improvement identified [23]-[27].

Scaling and Optimization
Once the pilot is successful, the system can be scaled 
across the organization:

• Phased Rollout: Apply this to other areas or 
equipment slowly.

• Continuous Improvement: Review and optimize 
the system, based on performance data and user 
feedback, on a regular basis.

• Model Refinement: Experiment with future 
values of real future results predictively, 
continuously updating and refining predictive 
models with available data strengthened.

Performance Tracking and ROI Monitoring

Ongoing monitoring of the system’s performance is 
crucial for justifying the investment and identifying 
areas for improvement:

• Key Performance Indicators (KPIs): Reduce 
unplanned downtime, provide maintenance cost 
savings and improve equipment reliability to 
name a few of the track metrics.

• ROI Calculation: Show the predictive mainte-
nance system value by calculating regular return 
on investment.

• Benchmarking: To be in competition with the 
industry counterpart, compare your performance 
against industry benchmark.

If the following steps and considerations are followed, 
industrial organizations will be able to implement the 
predictive maintenance system so as to reap the tangible 
benefits of improved equipment reliability, reduced 
maintenance costs and renewed operational efficiency. 
Success requires a well thought out, phased approach 
with all relevant stakeholders taking part and clearly 
emphasizing continuous improvement and optimization 
in the end.

Fig. 2: Scaling and Optimization

Predictive maintenance: Challenges and Limitations

• Data Gaps: The model performance is sensitive 
to periods of missing data, such as from sensor 
failures or communications problems.

• Data Consistency: Data collection methods 
or methods can introduce inconsistencies in 
collection that confuse analysis.

Reliability and Accuracy of Model

Developing and maintaining accurate predictive models 
presents several challenges:

• Overfitting: Results may be good on historical 
data but do not generalize to novel situations.

• Concept Drift: No revisiting to evidence 
degradation of equipment conditions and failure 
modes over time is permitted.

• Rare Events: It is particularly difficult to predict 
infrequent failures since there are typically few 
examples of failures in the training data.

• Model Interpretability: Maintenance teams may 
not find complex models easy to understand, or 
to trust.

Existing Systems Integration

Integrating predictive maintenance systems with existing 
infrastructure can be complex:

• Legacy Systems: Old equipment may not have 
the requirement of sensors and data collection.
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This paper presents the design of a comparator with low power, low offset voltage, 
high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
approach to design the circuits. Therefore, the offset voltage is reduced to 250𝜇𝜇𝜇𝜇. 
The designed comparator has a unity gain bandwidth of 4.2 𝐺𝐺𝐺𝐺𝐺𝐺 and a gain of 72𝑑𝑑𝑑𝑑 at 
nominal PVT, which gives us a considerable measure of authority. The dynamic power 
consumption of the comparator is 48.7𝜇𝜇𝜇𝜇. The layout of this designed comparator has 
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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• Interoperability: The challenge here is 
that predictive maintenance systems must 
communicate seamlessly with existing enterprise 
software.

• Data Silos: The information of equipment health 
is scattered across different departments or 
system, which renders it impossible to get a 
whole picture of equipment health.

Organizatinal and Cultural Challenges

Implementing predictive maintenance often requires 
significant changes in organizational processes and 
culture:

• Resistance to Change: Still, they may be 
reluctant to adopt new, data driven approaches.

• Skill Gaps: Predictive maintenance system can 
be implemented only if the organizations have 
such analytical skills and expertise in data 
science.

Cost and ROI Justification

The initial investment in predictive maintenance can be 
substantial:

• Hardware Costs: For large scale operations 
installing the sensors and data collection 
infrastructure can be costly.

• Software and Analytics Costs: This might 
require lots of spending in developing or buying 
sophisticated analytics platforms.

• Training and Change Management: It can 
be very expensive to train staff and deal with 
organizational change.

• System Vulnerabilities: New entry points for 
cyber attacks may be created by internet 
connected sensors and systems.

• Privacy Concerns: Detailled operational data 
may put up privacy issues, particularly in 
regulated industries.

Regulatory Compliance

In some industries, predictive maintenance systems 
must comply with specific regulations:

• Data Protection: To meet data protection 
regulation compliance, especially the sensitive 
operational data.

• Industry-Specific Regulations: Including 
meeting the specific regulatory requirements 
of industries such as aerospace, healthcare and 
energy.

Environmental Factors

External factors can impact the effectiveness of 
predictive maintenance:

• Changing Operating Conditions: Environmental 
conditions or production demands may cause the 
equipment behavior to differ from the model 
accuracy.

• Supply Chain Disruptions: However, there is a 
problematic direct relationship between the 
effectiveness of the predictive maintenance 
strategies and difficulties in getting the 
replacement parts or the specialized maintenance 
service.

Technological Limitations

Current technology may have limitations that affect 
predictive maintenance capabilities:

• Sensor Limitations: Current sensor technology 
does not allow for easy or impossible 
measurement of some equipment conditions.

• Computational Constraints: Computational 
resources may be strained in performing real 
time analysis of high frequency sensor data.

• AI/ML Limitations: Some machine learning 
techniques in use today may not work for making 
certain predictions, or detecting anomalies.

Organizations can address these challenges and 
limitations by recognizing them through efforts and 
then build more powerful and successful predictive 
maintenance strategies. Solving these challenges 
often means technological solutions, organizational 
changes, and on going commitment to improvement and 
adaptation.[29-31]

Future Predictive Maintenance Trends Based 
on Data Driven
Data driven predictive maintenance is a new field, which 
is evolving rapidly as new technologies and methodologies 
continue to emerge. Optimizing the maintenance of 
their business is dependent on understanding these 
future trends. In this work, we highlight some of the 
most promising developments in predictive maintenance 
that will define the future technology.

The Advanced AI and Machine Learning Techniques.

The application of more sophisticated AI and machine 
learning techniques is set to revolutionize predictive 
maintenance:

• Deep Learning: Recently, Convolutional Neural 
Networks (CNNs) and Recurrent Neural Networks 



Maximilian Mia et al. : Leveraging Data Science for Predictive Maintenance in Industrial Settings

Ishrat Zahan Mukti,  , et al. :  1.8-V Low Power, High-Resolution, High-Speed Comparator With Low Offset Voltage Implemented in 45nm CMOS Technology

Journal of VLSI circuits and systems, , ISSN 2582-1458 20

A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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(RNNs) are gaining more acceptance for 
processing complex sensor data, as well as time 
series.

• Reinforcement Learning: In dynamic environ-
ments it is gaining traction for maintaining’s 
schedule optimization as well as resource allo-
cation.

• Transfer Learning: Methods that enable models 
trained on one type of equipment generalized 
for use on similar type of equipment with little 
additional data.

• Explainable AI: This is due to the fact that as our 
models get more complex, we want interpretable 
AI systems that can explain their predictions to 
maintenance teams.

5g Integration and Edge Computing

The convergence of edge computing and 5G networks 
will enable more sophisticated real-time analysis:

• Real-Time Processing: More and more, edge 
devices will do more complex analytics at the 
source, lowering latency and accelerating 
decision making.

• 5G Connectivity: The transmission of larger 
volumes of sensor data to more responsive 
predictive maintenance systems will be enabled 
by high speed, low latency 5G networks.

• Distributed Intelligence: This will enable more 
comprehensive equipment health assessments 
between networks of intelligent sensors and 
edge devices.

Digital Twins and Simulation

Digital twin technology is set to play a larger role in 
predictive maintenance:

• Virtual Modeling: Because of these 
representations, predictions and scenario testing 
will become more accurate.

• Real-Time Synchronization: Real–time data 
will continuously update a virtual replica of the 
status of equipment in the form of the digital 
twin.

• Predictive Simulation: Running simulations on 
digital twins will enable maintenance teams 
to run simulations to see different scenarios to 
optimize maintenance strategies.

Using Augmented and Virtual Reality integration.

AR and VR technologies will enhance the way maintenance 
teams interact with predictive maintenance systems:

• Visualization of Predictive Insights: Real time 
predictive maintenance data could be overlaid 
on equipment via AR overlays.

• Virtual Training: For example, VR simulations 
are capable of offering immersive training in 
which maintenance personnel can practice.

• Remote Assistance: AR enabled remote 
collaboration tools will enable remote guidance 
from experts for complex maintenance tasks 
that are in progress on the ground by site level 
technicians.

Conclusion

New sensor technologies will expand the range and 
accuracy of data collection. Sensors capable of detecting 
the smallest changes in equipment condition that 
take place in miniature. Acoustic emission testing and 
thermography will allow for monitoring without direct 
contact with equipment and more advanced techniques 
will be used. Monitoring increased during equipment by 
integrating sensors in construction material. Blockchain 
technology could play a role in ensuring the integrity 
and traceability of maintenance data: Sensor data 
and maintenance actions could be delivered through 
Blockchain as an imperishable record. Maintenance 
protocols execution when certain conditions are 
recorded on the blockchain, in an automated manner. 
The traceability of parts and the materials used in 
maintenance activities can be improved with blockchain. 
3D printing technology will become more closely 
integrated with predictive maintenance. Just before 
any parts would be needed, the prediction systems could 
trigger the 3D printing of replacement parts. Quickly able 
to produce specific parts that are optimized for their 
operating conditions. It can lead to the development 
and testing of new sensor mounts, or new maintenance 
tools, faster. While still in its early stages, quantum 
computing could eventually revolutionize certain aspects 
of predictive maintenance::
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AbstrAct

This paper presents the design of a comparator with low power, low offset voltage, 
high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
approach to design the circuits. Therefore, the offset voltage is reduced to 250𝜇𝜇𝜇𝜇. 
The designed comparator has a unity gain bandwidth of 4.2 𝐺𝐺𝐺𝐺𝐺𝐺 and a gain of 72𝑑𝑑𝑑𝑑 at 
nominal PVT, which gives us a considerable measure of authority. The dynamic power 
consumption of the comparator is 48.7𝜇𝜇𝜇𝜇. The layout of this designed comparator has 
been implemented, and the area of the comparator is 12.3 𝜇𝜇𝑛𝑛 × 15.75 𝜇𝜇𝑛𝑛. The re-
sults of pre-and post-layout simulations in various process, voltage, and temperature 
corners are shown.

Author’s e-mail: ishratzahanmukti16@gmail.com, ebad.eee.cuet@gmail.com, kou-
shikkumarbiswas13@gmail.com

How to cite this article:  Mukti IZ, Khan ER, Biswas KK. 1.8-V Low Power, High-Res-
olution, High-Speed Comparator With Low Offset Voltage Implemented in 
45nm CMOS Technology. Journal of VLSI Circuits and System Vol. 6, No. 1, 2024 (pp. 
19-24).

Journal of VLSI Circuits and Systems, ISSN: 2582-1458 Vol. 6, No. 1, 2024 (pp. 19-24) 

IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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